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1. Introduction

1.1 Overview

Spring XD is a unified, distributed, and extensible service for data ingestion, real time analytics, batch
processing, and data export. The Spring XD project is an open source Apache 2 License licenced
project whose goal is to tackle big data complexity. Much of the complexity in building real-world big
data applications is related to integrating many disparate systems into one cohesive solution across a
range of use-cases. Common use-cases encountered in creating a comprehensive big data solution are

 High throughput distributed data ingestion from a variety of input sources into big data store such as
HDFS or Splunk

* Real-time analytics at ingestion time, e.g. gathering metrics and counting values.

» Workflow management via batch jobs. The jobs combine interactions with standard enterprise
systems (e.g. RDBMS) as well as Hadoop operations (e.g. MapReduce, HDFS, Pig, Hive or HBase).

* High throughput data export, e.g. from HDFS to a RDBMS or NoSQL database.

The Spring XD project aims to provide a one stop shop solution for these use-cases.
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2. Getting Started

2.1 Requirements

To get started, make sure your system has as a minimum Java JDK 7 or newer installed. Java JDK
7 is recommended.

2.2 Download Spring XD

To download the current GA release, you can download the distribution spring-xd-1.1.2.RELEASE-
dist.zip and its accompanying documentation.

If you want to try out the latest build of Spring XD, You can download the snapshot distribution from the
spring snapshots repository. You can also build the project from source if you wish. The wiki content
should also be kept up to date with the current snapshot so if you are reading this on the github website,
things may have changed since the last stable release.

Unzip the distribution which will unpack to a single installation directory. All the commands below are
executed from this directory, so change into it before proceeding.

‘ $ cd spring-xd-1.2.0.RCL

2.3 Install Spring XD

Spring XD can be run in two different modes. There's a single-node runtime option for testing and
development, and there’s a distributed runtime which supports distribution of processing tasks across
multiple nodes. This document will get you up and running quickly with a single-node runtime. See
Running Distributed Mode for details on setting up a distributed runtime.

You can also install Spring XD using homebrew on OSX and RPM on RedHat/CentOS.

2.4 Start the Runtime and the XD Shell

The single node option is the easiest to get started with. It runs everything you need in a single process.
To start it, you just need to cd to the xd directory and run the following command

xd/ bi n>$ ./ xd- si ngl enode

In a separate terminal, cd into the shel | directory and start the XD shell, which you can use to issue
commands.

shel I /bi n>$ ./xd-shell

/| (-) VN

\ -

ST R I

INC DD

e ,
[ /
[ _I [/

eXtreme Data

1.2.0.RCl | Admin Server Target: http://l|ocal host: 9393

Wl cone to the Spring XD shell. For assistance hit TAB or type "hel p".

xd: >
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The shell is a more user-friendly front end to the REST API which Spring XD exposes to clients. The
URL of the currently targeted Spring XD server is shown at startup.

Note

If the server could not be reached, the prompt will read

server - unknown: >

You can then use the admi n config server <url> to attempt to reconnect to the admin
REST endpoint once you've figured out what went wrong:

adm n config server http://1ocal host: 9393

You should now be able to start using Spring XD.
Tip

Spring XD uses ZooKeeper internally which typically runs as an external process. XD singlenode
runs with an embedded ZooKeeper server and assigns a random available port. This keeps things
very simple. However if you already have a ZooKeeper ensemble set up and want to connect to
it, you can edit xd/ confi g/ servers.ynl :

#Zookeeper properties

# client connect string: hostl:portl, host2:port2,..., host N: port N
zk:
client:
connect: |ocal host: 2181

Also, sometimes it is useful in troubleshooting to connect the ZooKeeper CLI to the embedded
server. The assigned server portis listed in the console log, but you can also set the port directly by
setting the property zk. enbedded. server. port inservers.ym or set JAVA_OPTS before
starting xd-singlenode.

$export JAVA OPTS=- Dzk. enbedded. server. port =<port >

2.5 Create a Stream

In Spring XD, a basic stream defines the ingestion of event driven data from a source to a sink that
passes through any number of processors. You can create a new stream by issuing a st r eam cr eat e
command from the XD shell. Stream definitions are built from a simple DSL. For example, execute:

xd: > streamcreate --nane ticktock --definition "time | |log" --deploy

This defines a stream named t i ckt ock based off the DSL expressiontinme | | o0g. The DSL uses
the "pipe"” symbol | , to connect a source to a sink. The stream server finds the t i me and | og definitions
in the modules directory and uses them to setup the stream. In this simple example, the time source
simply sends the current time as a message each second, and the log sink outputs it using the logging
framework at the WARN logging level. Since the - - depl oy flag was provided, this stream will be
deployed immediately. In the console where you started the server, you will see log output similar to
that listed below

1.2.0.RC1 Spring XD 4



Spring XD Guide

13: 09: 53,812 | NFO htt p-bi o- 8080-exec-1 nodul e. Si npl eMbdul e: 109 - started nodul e: Mdul e [ nane=l og,
t ype=si nk]
13:09: 53,813 | NFO htt p-bi o- 8080- exec-1 nodul e. Modul eDepl oyer: 111 - | aunched sink nodul e: ticktock:|og:1
13:09: 53,911 | NFO htt p- bi 0- 8080- exec-1 nodul e. Si npl eMbdul e: 109 - started nodul e: Mdul e [narme=ti ne,
t ype=sour ce]
13:09: 53,912 | NFO htt p-bi o- 8080- exec-1 nodul e. Mbdul eDepl oyer: 111 - | aunched source nodul e:
ticktock:tine:0
13: 09: 53,945 WARN task-schedul er-1 | ogger.ticktock: 141 - 2013-06-11 13:09: 53
13: 09: 54,948 WARN task-schedul er-1 | ogger.ticktock: 141 - 2013-06-11 13:09: 54
13: 09: 55,949 WARN task-schedul er-2 | ogger.ticktock: 141 - 2013-06-11 13:09: 55

To stop the stream, and remove the definition completely, you can use the st r eam dest r oy command:

xd: >stream destroy --nane ticktock

It is also possible to stop and restart the stream instead, using the undepl oy and depl oy commands.
The shell supports command completion so you can hitthe t ab key to see which commands and options
are available.

2.6 Explore Spring XD

Learn about the modules available in Spring XD in the Sources, Processors, and Sinks sections of the
documentation.

Don’t see what you're looking for? Create a custom module: source, processor or sink (and then consider
contributing it back to Spring XD).

Want to add some analytics to your stream? Check out the Taps and Analytics sections.

2.7 OSX Homebrew installation

If you are on a Mac and using homebrew, all you need to do to install Spring XD is:

$ brew tap pivotal/tap
$ brew install springxd

Homebrew will install spri ngxd to / usr/ 1 ocal / bi n. Now you can jump straight into using Spring
XD:

‘ $ xd- si ngl enode

Brew install also allows you to run Spring XD in distributed mode on you OSx. See Running Distributed
Mode for details on setting up a distributed runtime.

2.8 RedHat/CentOS Installation

If you are using RHEL or CentOS v. 6.x you can install Spring XD using our RPM package. See the
wiki page for instructions.

2.9 Running in Distributed Mode

Introduction

The Spring XD distributed runtime (DIRT) supports distribution of processing tasks across multiple
nodes. See Getting Started for information on running Spring XD as a single node.

The XD distributed runtime architecture consists of the following distributed components:
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Admin - Manages Stream and Job deployments and other end user operations and provides REST
services to access runtime state, system metrics, and analytics

Container - Hosts deployed Modules (stream processing tasks) and batch jobs

ZooKeeper - Provides all runtime information for the XD cluster. Tracks running containers, in which
containers modules and jobs are deployed, stream definitions, deployment manifests, and the like,
see XD Distributed Runtime for an overview on how XD uses ZooKeeper.

Spring Batch Job Repository Database - An RDBMS is required for jobs. The XD distribution comes
with HSQLDB, but this is not appropriate for a production installation. XD supports any JDBC
compliant database.

A Message Broker - Used for data transport. XD data transport is designed to be pluggable. Currently
XD supports Rabbit MQ and Redis for messaging during stream and job processing, and Kafka for
messaging during stream processing only. Please note that support for job processing using Kafka
as transport is not currently available. A production installation must configure one of these transport
options.

Analytics Repository - XD currently uses Redis to store the counters and gauges provided Analytics

In addition, XD provides a Command Line Interface (CLI), XD Shell as well as a web application, XD-
Ul to interact with the XD runtime.

Messaging
Middleware [Redis
or Rabbit)
/ Spring Batch Job \
Repository

XD Ul

XD Shel

\ ZooKeeper /
Analytics
Repository (Redis)

)
N\
P
)

XD CommandLine Options

The XD distribution provides shell scripts to start its runtime components under the xd directory of the
XD installation:
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Whether you are running _xd-admin, xd-container or even xd-singlenode you can always get help by
typing the command followed by --help. For example:

xd/ bi n/ xd-adm n --hel p

YA

1.2.0.RC1 eXtreme Data

Started : Adm nServer Application
Docunent ation: https://github. con spring-projects/spring-xd/ wi ki

Usage:
--anal ytics [redis] : How to persist analytics such as counters and gauges
--help (-2, -h) : Show this help screen

--httpPort <httpPort> : Hitp port for the REST APl server
--ngntPort <nmgntPort> : The port for the managenent server

xd-admin command line args:

» analytics - The data store that will be used to store the analytics data. The default is redis

help - Displays help for the command args. Help information may be accessed with a -? or -h.

httpPort - The http port for the REST API server. Defaults to 9393.
 mgmtPort - The port for the management server. Defaults to the admin server port.

Also, note that it is recommended to use fixed http port for XDAdmin(s). This makes it easy to know
the admin server addresses the REST clients (shell, webUI) can point to. If a random port is chosen
(with server.port or $PORT set to 0), then one needs to go through the log and find which port admin
server’'s tomcat starts at.

xd-container command line args:

» analytics - How to persist analytics such as counters and gauges. The default is redis

e groups - The assigned group membership for this container as a comma delimited list

» hadoopDistro - The Hadoop distribution to be used for HDFS access. HDFS is not available if not set.
» help - Displays help for the command args. Help information may be accessed with a -? or -h.

 mgmtPort - The port for the management server. Defaults to the container server port.

Setting up a RDBMS

The distributed runtime requires an RDBMS. The XD distrubution comes with an HSQLDB in memory
database for testing purposes, but an alternate is expected. To start HSQLDB:

$ cd hsql db/ bin
$ ./ hsql db- server
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To configure XD to connect to a different RDBMS, have a look at xd/ confi g/ servers. ym in the
spri ng: dat asour ce section for details. Note that spri ng. batch.initializer.enabl ed is set
to true by default which will initialize the Spring Batch schema if it is not already set up. However, if
those tables have already been created, they will be unaffected.

If the provided schemas are customized, other values may need to be customized. In the xd/ confi g/
servers. ynl the following block exposes database specific values for the batch job repository.

spring:
bat ch:

i sol ati onLevel : | SOLATI ON_SERI ALI ZABLE O
cl obType: O
dbType: O
maxVar char Lengt h: 2500 O
t abl ePrefi x: BATCH_ O
val i dat eTr ansacti onSt at e: true O
initializer:

enabl ed: fal se O

O Transaction isolation level for the job repository.

O A special handler for large objects. The default is usually fine, except for some (usually older)
versions of Oracle. The default is determined from the data base type.

0 Used to determine what id incremented to use. The default is usually fine, except when the type
returned by the datasource should be overridden (GemfireXD for example).

O Configures how large the maximum message can be stored in a VARCHAR type field.

O  Prefix for repository tables.

0 Flag to determine whether to check for an existing transaction when a JobExecution is created.
Defaults to true because it is usually a mistake, and leads to problems with restartability and also
to deadlocks in multi-threaded steps.

O Flag that indicates if the database tables should be created on startup.

Setting up ZooKeeper

Currently XD does not ship with ZooKeeper. At the time of this writing, the compliant version is
3.4.6 and you can download it from here. Please refer to the ZooKeeper Getting Started Guide for
more information. A ZooKeeper ensemble consisting of at least three members is recommended for
production installations, but a single server is all that is needed to have XD up and running.

You can configure the root path in Zookeeper where an XD cluster’s top level nodes will be created.
This allows you to run multiple independent clusters of XD that share a single ZK instance. Add the
following to servers.yml to configure. You can also set as an environment variable, system property in
the standard manner.

Additionally, various time related settings may be optionally configured for ZooKeeper:
» sessionTimeout - session timeout in milliseconds
e connectionTimeout - connection timeout in milliseconds

* initialRetryWait - initial amount of time to wait between retries after a failed connection (uses the
Apache Curator ExponentialBackoffRetry)

* retryMaxAttempts - maximum number of times to retry after a failed connection (uses the Apache
Curator ExponentialBackoffRetry)
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zk:

nanmespace: xd

client:
connect: |ocal host: 2181
sessi onTi neout: 60000
connectionTi meout: 30000
initial RetryWait: 1000
retryMaxAttenpts: 3

Setting up Redis
Redis is the default transport when running in distributed mode.
Installing Redis

If you already have a running instance of Redis it can be used for Spring XD. By default Spring XD
will try to use a Redis instance running on localhost using port 6379. You can change that in the
servers. ynl file residing in the confi g/ directory.

If you don’t have a pre-existing installation of Redis, you can use the Spring XD provided instance (For
Linux and Mac) which is included in the .zip download. If you are installing using brew or rpm you should
install Redis using those installers or download the source tarball and compile Redis yourself. If you
used the .zip download then inside the Spring XD installation directory (spring-xd) do:

$ cd redis/bin
$ ./install-redis

This will compile the Redis source tar and add the Redis executables under redis/bin:
* redis-check-dump

» redis-sentinel

redis-benchmark

* redis-cli

* redis-server

You are now ready to start Redis by executing

$ ./redis-server

Tip

For further information on installing Redis in general, please checkout the Redis Quick Start guide.
If you are using Mac OS, you can also install Redis via Homebrew

Troubleshooting
Redis on Windows

Presently, Spring XD does not ship Windows binaries for Redis (See XD-151). However, Microsoft is
actively working on supporting Redis on Windows. You can download Windows Redis binaries from:

https://github.com/MSOpenTech/redis/tree/2.6/bin/release

Redis is not running

If you try to run Spring XD and Redis is NOT running, you will see the following exception:
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11: 26: 37, 830 ERROR nmmi n | auncher . Redi sCont ai ner Launcher: 85 - Unable to connect to Redis on
| ocal host: 6379; nested exception is com | anbdaworks. redi s. Redi sExcepti on: Unable to connect

Redi s does not seemto be running. Did you install and start Redis? Please see the Getting Started
section of the guide for instructions.

Starting Redis

$ redis-server

You should see something like this:

[35142] 01 May 14:36:28.939 # Warning: no config file specified, using the default config. In order to
specify a config file use redis-server /path/to/redis.conf
[35142] 01 May 14:36:28.940 * Max nunber of open files set to 10032

LT -l Redi s 2.6.12 (00000000/0) 64 bit
( ! , AR ) Running in stand al one node

| RGP L S LAY Port: 6379
| A | | PID: 35142

| R | http://redis.io

[35142] 01 May 14:36:28.941 # Server started, Redis version 2.6.12
[35142] 01 May 14:36:28.941 * The server is now ready to accept connections on port 6379

Using RabbitMQ
Installing RabbitMQ

If you already have a running instance of RabbitMQ it can be used for Spring XD. By default Spring XD
will try to use a Rabbit instance running on localhost using port 5672. The default account credentials
of guest/guest are assumed. You can change that in the servers. ym file residing in the confi g/
directory.

If you don’t have a RabbitMQ installation already, head over to http://www.rabbitmqg.com and follow the
instructions. Packages are provided for Windows, Mac and various flavor of unix/linux.

Launching RabbitMQ

Start the RabbitMQ broker by running the rabbitmg-server script:

$ rabbit ng- server

You should see something similar to this:

Rabbi t MQ 3.3.0. Copyright (C) 2007-2013 GoPivotal, Inc.
#t  ## Li censed under the MPL. See http://ww.rabbitng. com
## ##
#app######  Logs: /usr/local /var/ | og/rabbitng/rabbit@ ocal host. | og
HiHHHE  H#HH /usr/local/var/| og/rabbitng/rabbit@ ocal host -sasl .| og
HHHHHHHIHHH

Starting broker... conpleted with 10 pl ugins.
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Starting Spring XD in Distributed Mode

Spring XD consists of two servers

» XDAdmin - controls deployment of modules into containers
» XDContainer - executes modules

You can start the xd- cont ai ner and xd- admi n servers individually as follows:

xd/ bi n>$ . /xd-adm n
xd/ bi n>$ ./ xd-cont ai ner

Choosing a Transport

Spring XD uses data transport for sending data from the output of one module to the input of the next
module. In general, this requires remote transport between container nodes. The Admin server also
uses the data bus to launch batch jobs by sending a message to the job’s launch channel. Since the
same transport must be shared by the Admin and all Containers, the transport configuration is centrally
configured in xd/config/servers.yml. The default transport is redis. Open servers.yml with a text editor
and you will see the transport configuration near the top. To change the transport, you can uncomment
this section and change the transport to r abbi t or any other supported transport. Any changes to the
transport configuration must be replicated to every XD node in the cluster.

Note

XD singlenode also supports a --transport command line argument, useful for testing streams
under alternate transports.

#xd:
# transport: redis

Note

If you have multiple XD instances running share a single RabbitMQ server for transport,
you may encounter issues if each system contains streams of the same name.
We recommend using a different RabbitMQ virtual host for each system. Update the
spring. rabbitng. virtual _host property in $XD_HOVE/ confi g/ servers. ym to point
XD at the correct virtual host.

Choosing an Analytics provider

By default, the xd-container will store Analytics data in redis. At the time of writing, this is the only
supported option (when running in distributed mode). Use the --analytics option to specify another
backing store for Analytics data.

xd/ bi n>$ ./xd-container --analytics redis

You can configure the following settings for redis analytics
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xd:
anal ytics:
redis:
backOiflnitiallnterval: 1000 O
backOr f MaxI nterval : 10000 O
backOrf Mul tiplier: 2.0 O
maxAttenpts: 3 O

O The time in milliseconds before retrying a failed redis operation
0 The maximum time (ms) to wait between retries

O The back off multiplier (previous interval x multiplier = next interval)
0 The maximum number of retry attempts

Other Options
There are additional configuration options available for these scripts:

To specify the location of the Spring XD install other than the default configured in the script

export XD_HOVE=<Specific XD install directory>

To specify the http port of the XDAdmin server,

xd/ bin>$ ./xd-admin --httpPort <httpPort>

The XDContainer nodes by default start up with server.port 0 (which means they will scan for an available
HTTP port). You can disable the HTTP endpoints for the XDContainer by setting server.port=-1. Note
that in this case HTTP source support will not work in a PaaS environment because typically it would
require XD to bind to a specific port. Both the XDAdmin and XDContainer processes bind to server.port
$PORT (i.e. an environment variable if one is available, as is typical in a PaaS).

Using Hadoop

Spring XD supports the following Hadoop distributions:
» hadoop26 - Apache Hadoop 2.6.0 (default)

* phd21 - Pivotal HD 2.1 and 2.0

» phd30 - Pivotal HD 3.0

cdh5 - Cloudera CDH 5.3.0

hdp22 - Hortonworks Data Platform 2.2

To specify the distribution libraries to use for Hadoop client connections, use the option
- - hadoopDi st r o for the xd- cont ai ner and xd- shel | commands:

xd/ bi n>$ ./xd-shell --hadoopDistro <distribution>
xd/ bi n>$ ./xd-admnin
xd/ bi n>$ ./xd-contai ner --hadoopDistro <distribution>

Pass in the - - hel p option to see other configuration properties.
XD-Shell in Distributed Mode
If you wish to use a XD-Shell that is on a different machine than where you deployed your admin server.

1) Open your shell
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shel I/ bi n>$ ./ xd-shel

2) From the xd shell use the "admin config server" command i.e.

admin config server <yourhost>: 9393

2.10 Running on YARN

Introduction

The Spring XD distributed runtime (DIRT) supports distribution of processing tasks across multiple
nodes. See Running Distributed Mode for information on running Spring XD in distributed mode. One
option is to run these nodes on a Hadoop YARN cluster rather than on VMs or physical servers managed
by you.

What do you need?

To begin with, you need to have access to a Hadoop cluster running a version based on Apache
Hadoop version 2. This includes Apache Hadoop 2.6.0, Pivotal HD 2.1 or 3.0, Hortonworks HDP 2.2
and Cloudera CDH5.

Important

Running YARN on some Ubuntu distributions and Mac OS X has shown to have issues when
YARN applications are killed. It seems that the kill command doesn’t always succesfully kill
the corresponding OS process and you end up with application processes still running. See
HADOOP-9752 for more details.

You need a supported transport, see Running Distributed Mode for installation of Redis or Rabbit MQ.
Spring XD on YARN currently uses Redis as the default data transport.

You also need Zookeeper running. If your Hadoop cluster doesn’t have Zookeeper installed you need
to install and run it specifically for Spring XD. See the Setting up ZooKeeper section of the "Running
Distributed Mode" chapter.

Lastly, you need an RDBMs to support batch jobs and JDBC operations.

Download Spring XD on YARN binaries

In addition to the regular spri ng- xd- <ver si on>-di st . zi p files we also distribute a zip file that
includes all you need to deploy on YARN. The name of this zip file is spri ng- xd- <ver si on>-
yar n. zi p. You can download the zip file for the current release from Spring release repo or a milestone
build from the Spring milestone repo. Unzip the downloaded file and you should see a spri ng- xd-
<ver si on>- yar n directory.

Configure your deployment

Configuration options are contained in a confi g/ servers. ynl file in the Spring XD YARN install
directory. You need to configure the hadoop settings, the transport choice plus redis/rabbit settings, the
zookeeper settings and the JDBC datasource properties.

Depending on the distribution used you might need to change the sit eYar nAppCl asspat h and
si t eMapr educeAppd asspat h. We have provided basic settings for the supported distros, you just
need to uncomment the ones for the distro you use.
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These are the settings used for Hadoop 2.6.0:

spring:
yarn:
si teYar nAppCl asspat h: " $HADOOP_CONF_DI R, $HADOOP_COVMON_HOVE/ shar e/ hadoop/ conmon/ *,
$HADOOP_COVMON_HOVE/ shar e/ hadoop/ common/ | i b/ *, $HADOOP_HDFS_HOME/ shar e/ hadoop/ hdf s/ *, $HADOOP_HDFS_HOVE/
shar e/ hadoop/ hdf s/ 1i b/ *, $SHADOOP_YARN_HOME/ shar e/ hadoop/ yar n/ *, $HADOOP_YARN_HOVE/ shar e/ hadoop/ yarn/li b/ *"
si t eMapr educeAppCl asspat h: " $HADOOP_MAPRED _HOME/ shar e/ hadoop/ mapr educe/ *, $HADOOP_MAPRED_HOVE/
shar e/ hadoop/ mapr educe/ | i b/ *"

XD options

For Spring XD you need to define how many admin servers and containers you need using properties
spring. xd. adm nServers and spri ng. xd. cont ai ners respectively. You also need to define
the HDFS location using property spri ng. yar n. appl i cati onDi r where the Spring XD binary and
config files will be stored.

spring:
xd:
appmast er Menory: 512M
admi nServers: 1
admi nMenory: 512M
adminLocality: false
containers: 3
cont ai ner Menory: 512M
cont ai nerLocal ity: false
cont ai ner:
groups: yarn
yarn:
applicationDir: /xd/ app/

More about memory settings in above configuration, see section the section called “Configuring YARN
memory reservations”.

Hadoop settings

You need to specify the host where the YARN Resource Manager is running
using spring. hadoop. resour ceManager Host as well as the HDFS URL using
spring. hadoop. fsUri .

# Hadoop properties
spring:
hadoop:
fsUi: hdfs://1ocal host: 8020
resour ceManager Host: | ocal host
config:
topol ogy. script.file.nane: /path/to/topol ogy-script.sh

Note

Setting hadoop t opol ogy. scri pt. fil e. name property is mandatory if more sophisticated
container placement is used to allocate XD admins or containers from a spesific hosts or racks.
If this property is not set to match a one used in a hadoop cluster, allocations using hosts and
racks will simply fail.

Zookeeper settings

You should specify the Zookeeper connection settings
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#Zookeeper properties
#client connect string: hostl:portl, host2:port2,..., host N: port N
zk:
client:
connect: |ocal host: 2181

Transport options

You should choose either r edi s (default) or r abbi t as the transport and include the host and port in
the properties for the choice you made.

# Transport used
transport: redis

# Redis properties
spring:
redis:
port: 6379
host: | ocal host

JDBC datasource properties

You should specify the JDBC connection properties based on the RDBMs that you use for the batch
jobs and JDBC sink

#Config for use with MySQL - uncomment and edit with rel evant values for your environment
spring:
dat asour ce:
url: jdbc:nysql://yourDBhost: 3306/ your DB
user nane: your User name
password: your Password
driverCl assNane: com nysql . jdbc. Driver

XD Admin port

On default the property ser ver . port which defines the used port for embedded server is set to 9393
but it can be overridden by changing the value in servers. ym .

#Port that admin-ui is listening on
#server:
# port: 9393

On YARN it is recommended that you simply set the port to 0 meaning that server will automatically
choose a random port. This is advisable simply because it will prevent port collission which are usually a
little difficult to track down from a cluster. See more instructions in the section the section called “Connect
xd-shell to YARN runtime managed admins” for how to connect xd-shell to admins managed by YARN.

#Port that admin-ui is listening on
server:
port: O

Adding custom modules

The recommended approach for custom modules is to define the module registry location as a directory
in HDFS. This will allow the most flexibility and the modules will automatically be available to all XD
containers running in the Hadoop cluster. The xd. cust omvbdul e. horre property is by default set
to the value ${ spri ng. hadoop. f sUri }/ xd/ yar n/ cust om nodul es for YARN deployments. This
can be modified, but we recommend keeping it to a location on HDFS within the same Hadoop cluster.
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xd:
cust omvbdul e:
hone: ${spring. hadoop. fsUri}/xd/ yarn/cust om nodul es

See the Modules section for more on custom modules.
Customizing module configurations

The configurations for all standard XD modules can be customized by modifying the file nodul es. ymi
in the conf i g directory and then adding it to the nodul es- confi g. zi p archive in the same directory.

You can run the following command from the conf i g directory to achieve this:

jar -uf nodul es-config.zip nodul es. yn

Modify container logging

Logging configuration for XD admins and containers are defined in files confi g/ xd- admi n-
| ogger. properti esandconfi g/ xd-cont ai ner-| ogger. properti es respectively. These two
files are copied over to hdfs during the deployment. If you want to modify logging configuration either
modify source files and do a deployment again or modify files in hdfs directly.

Control XD YARN application lifecycle

Change current directory to be the directory that was unzipped spri ng- xd- <ver si on>-yarn. To
read about runtime configuration and more sophisticated features see section the section called
“Working with container groups”.

Push the Spring XD application binaries and config to HDFS

Run the command

$ bin/xd-yarn push
New version installed

List installed application versions

Run the command

$ bin/xd-yarn pushed
NAVE PATH

app hdf s: //nodel: 8020/ xd

Submit the Spring XD YARN application

Run the command

$ bin/xd-yarn submit
New i nstance subnitted with id application_1420911708637_0001

Check the status of YARN apps

You can use the regular yar n command to check the status. Simply run:
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$ bin/xd-yarn subnitted
APPLI CATION I D USER NAVE QUEUE TYPE STARTTI ME FI NI SHTI ME STATE
FI NALSTATUS ORI G NAL TRACKI NG URL

appl i cation_1420911708637_0001 jval keal ahti xd-app default XD 09/01/15 14:25 NA
RUNNI NG UNDEFI NED http://172.16.101. 106: 49792

You should see one application running named xd- app.

Note

Pay attention to APPLI CATI ON | D listed in output because that is an i d used in most of the
control commands to communicate to a specific application instance. For example you may have
multiple XD YARN r unt i ne instances running.

Kill application

Application can be killed using a ki I I command.

$ bin/xd-yarn kill -a application_1420905836797_0001
Kill request for application_1420905836797_0001 sent

Using a built-in shell

To get a better and faster command usage a build-in shell can be used to run control commands:

$ bin/xd-yarn shell
Spring YARN Ci (v2.1.0.M)
Ht TAB to conplete. Type 'help' and hit RETURN for help, and "exit' to quit.

$

cl ear clustercreate cl ust erdestroy clusterinfo clusternodify
clustersinfo clusterstart cl usterstop exit hel p

kill pr onpt pushed submi t submitted

$

Connect xd-shell to YARN runtime managed admins

XD admins will register its runtime information into zookeeper and you can use the adni ni nf o
command to query this information:

$ bin/xd-yarn adni ni nfo
Adnins: [http://hadoop. | ocal domai n: 43740]

Then connect xd-shell to this instance:

server - unknown: >admi n config server --uri http://hadoop.|ocal donai n: 43740
Successfully targeted http://hadoop. | ocal donai n: 43740

xd: >runtine containers
Cont ai ner |d Host | P Address PI D G oups Custom
Attributes

6324a9ae- 205b- 44b9- b851- f 0edd7245286 node2. | ocal donai n 172.16.101.102 12284 yarn
{virtual Cores=1, nenory=512, nanagenent Port=54694}

Configuring YARN memory reservations

YARN Nodemanager is continously tracking how much memory is used by individual YARN containers.
If containers are using more memory than what the configuration allows, containers are simply killed by
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a Nodemanager. Application master controlling the app lifecycle is given a little more freedom meaning
that Nodemanager is not that aggressive when making a desicion when a container should be killed.

Lets take a quick look of memory related settings in YARN cluster and in YARN applications. Below xml
config is what a default vanilla Apache Hadoop uses for memory related settings. Other distributions
may have different defaults.

yarn-site.xml.

<confi guration>

<property>
<name>yar n. nodemanager . pmrem check- enabl ed</ nane>
<val ue>true</val ue>

</ property>

<property>
<nane>yar n. nodemanager . vimem check- enabl ed</ nane>
<val ue>t rue</ val ue>

</ property>

<property>
<nane>yar n. nodemanager . vieem prmem r at i o</ nane>
<val ue>2. 1</ val ue>

</ property>

<property>
<nanme>yarn. schedul er. m ni num al | ocat i on- mh</ nane>
<val ue>1024</ val ue>

</ property>

<property>
<nanme>yar n. schedul er. maxi num al | ocat i on- mh</ nanme>
<val ue>8192</ val ue>

</ property>

<property>
<name>yar n. nodemanager . r esour ce. nenor y- nb</ nane>
<val ue>8192</ val ue>

</ property>

</ configuration>

yarn.nodemanager.pmem-check-enabled
Enables a check for physical memory of a process. This check if enabled is directly tracking amount
of memory requested for a YARN container.

yarn.nodemanager.vmem-check-enabled
Enables a check for virtual memory of a process. This setting is one which is usually causing
containers of a custom YARN applications to get killed by a node manager. Usually the actual ratio
between physical and virtual memory is higher than a default 2. 1 or bugs in a OS is causing wrong
calculation of a used virtual memory.

yarn.nodemanager.vmem-pmeme-ratio
Defines a ratio of allowed virtual memory compared to physical memory. This ratio simply defines
how much virtual memory a process can use but the actual tracked size is always calculated from
a physical memory limit.

yarn.scheduler.minimume-allocation-mb
Defines a minimum allocated memory for container.
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Note

This setting also indirectly defines what is the actual physical memory limit requested during a
container allocation. Actual physical memory limit is always going to be multiple of this setting
rounded to upper bound. For example if this setting is left to default 1024 and container is
requested with 512M 1024Mis going to be used. However if requested size is 1100M actual
size is set to 2048M

yarn.scheduler.maximum-allocation-mb
Defines a maximum allocated memory for container.

yarn.nodemanager.resource.memory-mb
Defines how much memory a node controlled by a node manager is allowed to allocate. This setting
should be set to amount of which OS is able give to YARN managed processes in a way which
doesn’t cause OS to swap, etc.

Tip

If testing XD YARN runtime on a single computer with a multiple VM based hadoop cluster a pro tip
is to set both yar n. nodermanager . pnem check- enabl ed and yar n. nodenanager . virent
check-enabl ed to f al se, setyarn. schedul er. mi ni mum al | ocat i on- nb much lower to
either 256 or 512 and yar n. nodenmanager . r esour ce. menor y- nb 15%-20% below a defined
VM memory.

We have three memory settings for components participating XD YARN runti me. You can
use configuration properties spring. xd. apprmast er Menory, spring. xd. adm nMenory and
spring. xd. cont ai ner Menor y respectively.
spring:
xd:
appmast er Menory: 512M

adm nMenory: 512M
cont ai ner Menory: 512M

Working with container groups

Container grouping and clustering is more sophisticated feature which allows better control of XD admins
and containers at runtime. Basic features are:

» Control members in a groups.

Control lifecycle state for group as whole.

» Create groups dynamically.

Re-start failed containers.

XD YARN Runti nme has a few built-in groups to get you started. There are two groups admi n and
cont ai ner created by default which both are lauching exactly one container chosen randomly from
YARN cluster.

List existing groups

Run the command:
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$ bin/xd-yarn clustersinfo -a application_1420911708637_0001
CLUSTER I D
cont ai ner
admi n

Get status of a group

Run the command:

bi n/ xd-yarn clusterinfo -a application_1420911708637_0001 -c¢ admi n
CLUSTER STATE MEMBER COUNT

Or to get verbose output:

$ bin/xd-yarn clusterinfo -a application_1420911708637_0001 -c admn -v
CLUSTER STATE MEMBER COUNT ANY PRQJECTI ON HOSTS PRQJIECTI ON RACKS PROJECTI ON ANY SATI SFY
SATI SFY RACKS SATI SFY

Control group state

Run the commands to stop group, list its status, start group and finally list status again:

$ bin/xd-yarn clusterinfo -a application_1420911708637_0001 -c contai ner
CLUSTER STATE MEMBER COUNT

$ bin/xd-yarn clusterstop -a application_1420911708637_0001 -c contai ner
Cluster container stopped.

$ bin/xd-yarn clusterinfo -a application_1420911708637_0001 -c cont ai ner
CLUSTER STATE MEMBER COUNT

STOPPED 0

$ bin/xd-yarn clusterstart -a application_1420911708637_0001 -c cont ai ner
Cluster container started.

$ bin/xd-yarn clusterinfo -a application_1420911708637_0001 -c contai ner
CLUSTER STATE MEMBER COUNT

HOSTS

{}

Modify group configuration

In these commans we first ramp up container count and then ramp it down:
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18:19 $ bin/xd-yarn clusterinfo -a application_1420911708637_0001 -c cont ai ner
CLUSTER STATE MEMBER COUNT

$ bin/xd-yarn clusternodify -a application_1420911708637_0001 -c container -w 3
Cluster container nodified.

$ bin/xd-yarn clusterinfo -a application_1420911708637_0001 -c contai ner
CLUSTER STATE MEMBER COUNT

$ bin/xd-yarn clusternodify -a application_1420911708637_0001 -c contai ner -w 2
Cluster container nodified.

$ bin/xd-yarn clusterinfo -a application_1420911708637_0001 -c cont ai ner
CLUSTER STATE MEMBER COUNT

Note

In above example we used option - wwhich is a shortcut for defining YARN allocation which uses
a wildcard requests allowing containers to be requested from any host.

Create a new group

When you want to create a new group that is because you need to add new XD admin or container nodes
to a current system with a different settings. These setting usually differ by a colocation of containers.
More about built-in group configuration refer to section the section called “Built-in group configurations”.

Run the command:

$ bin/xd-yarn clustercreate -a application_1420911708637_0001 -c custom-i container-nolocality-tenplate
-p default -w 2
Cluster custom created.

$ bin/xd-yarn clusterinfo -a application_1420911708637_0001 -c custom
CLUSTER STATE MEMBER COUNT

I' NI TI AL 0

$ bin/xd-yarn clusterstart -a application_1420911708637_0001 -c custom
Cluster custom started.

$ bin/xd-yarn clusterinfo -a application_1420911708637_0001 -c custom
CLUSTER STATE MEMBER COUNT

To create group with two containers on hode5 and one on node6 run command:

$ bin/xd-yarn clustercreate -a application_1420911708637_0001 -c custom-i container-locality-tenplate -
p default -y "{hosts:{node6: 1, node5: 2}}"
Cluster custom created.

$ bin/xd-yarn -a application_1420911708637_0001 -c custom -v
CLUSTER STATE MEMBER COUNT ANY PRQIECTI ON HOSTS PRQIECTI ON RACKS PRQJECTI ON ANY SATI SFY HOSTS
SATI SFY RACKS SATI SFY

I NI TI AL 0 0 {node5=2, node6=1} {} 0
{node5=2, node6=1} {}
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Destroy a group

Run the commands:

$ bin/xd-yarn clustersinfo -a application_1420911708637_0001
CLUSTER | D
cont ai ner
admi n

$ bin/xd-yarn clusterinfo -a application_1420911708637_0001 -c contai ner
CLUSTER STATE MEMBER COUNT

$ bin/xd-yarn clusterstop -a application_1420911708637_0001 -c contai ner
Cluster container stopped

$ bin/xd-yarn clusterinfo -a application_1420911708637_0001 -c cont ai ner
CLUSTER STATE MEMBER COUNT

STOPPED 0

$ bin/xd-yarn clusterdestroy -a application_1420911708637_0001 -c contai ner
Cluster container destroyed

$ bin/xd-yarn clustersinfo -a application_1420911708637_0001
CLUSTER I D

Note

Group can only destroyed if its status is STOPPED or | NI Tl AL.

Built-in group configurations

Few groups are already defined where admi n and cont ai ner are enabled automatically. Other groups
are disabled and thus working as a blueprints which can be used to create groups manually.

admin
Default group definition for XD admins.

container
Default group definition for XD containers.

admin-nolocality-template
Blueprint with relax localization. Use this to create a groups if you plan to use any matching.

admin-locality-template
Blueprint with no relax localization. Use this to create a groups if you plan to use hosts or racks
matching.

container-nolocality-template
Blueprint with relax localization. Use this to create a groups if you plan to use any matching.

container-locality-template
Blueprint with no relax localization. Use this to create a groups if you plan to use hosts or racks
matching.
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Configuration examples

This section contains examples of usual use cases for custom configurations.

Run containers on a specific hosts

Below configuration sets default XD container to exist on nodel and node2.

xd:
cont ai nerLocal ity: true
spring:
yarn:
appnaster:
contai nercluster:
clusters:
cont ai ner:
proj ection:
data: {any: 0, hosts: {nodel: 1, node2: 1}}

Run admins on a specific racks

Below configuration sets default XD admins to exist on/ rack1 and / r ack2.

xd:
adm nLocal ity: true
spring:
yarn:
appnaster:
cont ai nercl uster:
clusters:
admi n:
proj ection:
data: {any: 0, racks: {/rackl: 1, /rack2: 1}}

Disable default admin and container groups

Existing built-in groups adm n and cont ai ner can be disabled by setting their projection typestonul | .

spring:
yarn:
appmast er :
cont ai nercl uster:
clusters:
admi n:
proj ection:
type: null
cont ai ner:
proj ection:
type: null

xd- yarn command synopsis

push

xd-yarn push - Push new application version
usage: xd-yarn push [options]
Option Descri ption

-v, --application-version Application version (default: app)
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pushed

xd-yarn pushed - List pushed applications
usage: xd-yarn pushed [options]

No options specified

submit

xd-yarn submit - Submit application

usage: xd-yarn submt [options]

Option Descri ption
-v, --application-version Application version (default:
submitted

xd-yarn submitted - List submitted applications
usage: xd-yarn subnitted [options]

Option Description

-t, --application-type Application type (default: XD)

app)

-v, --verbose [Bool ean] Verbose output (default: true)
kill

xd-yarn kill - Kill application

usage: xd-yarn kill [options]

Option Descri ption

:;_::appl ication-id S;)e;n;y_ Y:ARN application id

clustersinfo

xd-yarn clustersinfo - List clusters
usage: xd-yarn clustersinfo [options]

Option Descri ption

-a, --application-id Specify YARN application id

clusterinfo

xd-yarn clusterinfo - List cluster info

usage: xd-yarn clusterinfo [options]

Option Description

-a, --application-id Speci fy YARN application id
-c, --cluster-id Specify cluster id

-v, --verbose [Bool ean] Verbose output (default: true)
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clustercreate

xd-yarn clustercreate - Create cluster
usage: xd-yarn clustercreate [options]
Option Descri ption

-a, --application-id Speci fy YARN application id

-c, --cluster-id Specify cluster id

-g, --container-groups Container groups

-h, --projection-hosts Projection hosts counts
-i, --cluster-def Specify cluster def id
-p, --projection-type Proj ection type

-r, --projection-racks Projection racks counts
-W, --projection-any Proj ecti on any count

-y, --projection-data Raw proj ection data

clusterdestroy

xd-yarn clusterdestroy - Destroy cluster
usage: xd-yarn clusterdestroy [options]

Option Descri ption

-a, --application-id Specify YARN application id
-c, --cluster-id Specify cluster id

clustermodify

xd-yarn clusternodify - Mdify cluster
usage: xd-yarn clusternodify [options]
Option Descri ption

-a, --application-id Specify YARN application id

-c, --cluster-id Specify cluster id

-h, --projection-hosts Projection hosts counts
-r, --projection-racks Projection racks counts
-W, --projection-any Proj ecti on any count

-y, --projection-data Raw proj ection data

clusterstart

xd-yarn clusterstart - Start cluster
usage: xd-yarn clusterstart [options]

Option Descri ption

-a, --application-id Specify YARN application id
-c, --cluster-id Specify cluster id

clusterstop

xd-yarn clusterstop - Stop cluster
usage: xd-yarn clusterstop [options]

Option Descri ption

-a, --application-id Specify YARN application id
-c, --cluster-id Specify cluster id
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Introduction to YARN resource allocation

This section describes some background of how YARN resource allocation works, what are the
limitations of it and more importantly how it reflects into XD YARN runti ne.

Note

More detailed info of resource allocation can be found from a Spri ng for Apache Hadoop
reference documentation.

YARN as having a strong roots from original MapReduce framework is imposing relatively strange
concepts of where containers are about to be executed. In a MapReduce world every map and reduce
tasks are executed in its own container where colocation is usually determined by a physical location
of a HDFS file block map or reduce tasks are accessing. This is introducing a concepts of allocating
containers on any hosts, specific host s or specific r acks. Usually YARN is trying to place container
as close as possible to a physical location to minimize network 10 so i.e. if host cannot be chosen, rack
is chosen instead assuming a whole rack is connected together with a fast switch.

For custom YARN applications like XD YARN r unt i ne this doesn’t necessarily make that much sense
because we’re not hard-tied to HDFS file blocks. What makes sense is that we can still place containers
on different racks to get better high availability in case whole rack goes down or if specific containers
needs to exist on specific hosts to access either custom physical or network resources. Good example
of having a need to execute something on a specific host is either a disk access or outbound internet
access if cluster is highly secured.

One other YARN resource allocation concept worth mentioning is relaxation of container locality. This
simply means that if resources are requested from hosts or racks, YARN will relax those requests if
resources cannot be allocated immediately. Turning relax flag off guarantees that containers will be
allocated from hosts or racks. Though these requests will then wait forever if allocation cannot be done.
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3. Application Configuration

3.1 Introduction

There are two main parts of Spring XD that can be configured, servers and modules.

The servers (xd- si ngl enode, xd- adni n, xd- cont ai ner) are Spring Boot applications and are
configured as described in the Spring Boot Reference documentation. In the most simple case
this means editing values in the YAML based configuration file servers. ynl . The values in this
configuration file will overwrite the values in the default application.yml file that is embedded in the XD jar.

Note

The use of YAML is an alternative to using property files. YAML is a superset of JSON, and as
such is a very convenient format for specifying hierarchical configuration data.

For modules, each module has its own configuration file located in its own directory, for example
source/ http/ http. properties. Shared configuration values for modules can be placed in a
common nodul es. yml file.

For both server and module configuration, you can have environment specific settings through the use
of application profiles and the ability to override values in files by setting OS environment variables.

In this section we will walk though how to configure servers and modules.

3.2 Server Configuration

The startup scripts for xd- si ngl enode, xd- admi n, and xd- cont ai ner will by default look for the
file $XD_HOVE\ conf i g\ servers. ym as a source of externalized configuration information.

The location and name of this resourse can be changed by using the environment variables
XD_CONFI G_LOCATI ON and XD _CONFI G_NAME. The start up script takes the value of these
environment variables to set the Spring Boot properties spring. config.location and
spring. confi g. nanme. Note, that for XD CONFI G_LOCATI ON you can reference any Spring
Resource implementation, most commonly denoted using the prefixes cl asspath:, file: and
http:.

It is common to keep your server configuration separate form the installation directory of XD itself. To
do this, here is an example environment variable setting

export XD_CONFI G LOCATI ON=fil e: / xd/ confi g/
export XD_CONFI G_NAME=r egi onl-servers

Note: the file path separator ("/") at the end of XD_CONFIG_LOCATION is necessary.

Profile support

Profiles provide a way to segregate parts of your application configuration and change their availability
and/or values based on the environment. This lets you have different configuration settings for ga and
pr od environments and to easily switch between them.

To activate a profile, set the OS environment variable SPRI NG PROFI LES ACTIVE to a
comma delimited list of profile names. The server looks to load profile specific variants of the
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servers.ynl file based on the naming convention servers-{profile}.ym . For example, if
SPRI NG_PROFI LES_ACTI VE=pr od the following files would be searched for in the following order.

1. XD_CONFI G_LOCATI OV ser ver s-prod. ym
2. XD_CONFI G_LCCATI ON/ servers. ym

You may also put multiple profile specific configuration in a single servers. ynm file by using the key
spring. profil es in different sections of the configuration file. See Multi-profile YAML documents
for more information.

Database Configuration

Spring XD saves the state of the batch job workflows in a relational database. When running xd-
si ngl enode a embedded HSQLDB database is run. When running in distributed mode a standalone
HSQLDB instance can be used, the startup script hsql db- server is in is provided the installation
directory under the folder hsgldb/bin. It is recommended to use HSQLDB only for development and
learning.

When deploying in a production environment, you will need to select another database. Spring XD is
actively tested on MySql (Version: 5.1.23) and Postgres (Version 9.2-1002). All batch workflow tables
are automatically created, if they do not exist, for HSQLDB, MySQL, Postgres and Oracle. The JDBC
driver jars for the HSQLDB and Postgres are already on the XD classpath. If you use Oracle DB, then
you would need to copy the JDBC jar into xd/ | i b.

The provided configuration file servers. ym located in $XD_HOVE\ confi g has commented out
configuration for some commonly used databases. You can use these as a basis to support your
database environment. XD also utilizes the Tomcat jdbc connection pool and these settings can be
configured in the servers. ym .

Note

Until full schema support is added for Sybase and other database, you will need to put a .jar file
in the xd/ | i b directory that contains the equivalent functionality as these DDL scripts.

Note

There was a schema change in version 1.0 RC1. Use or adapt the the sample migration class
to update your schema.

HSQLDB

When in distributed mode and you want to use HSQLDB, you need to change the value of
spri ng. dat asour ce properties. As an example,

hsql :

server:
host: 1 ocal host
port: 9102
dbnane: xdj ob

spring:

dat asour ce:

url: jdbc:hsql db: hsql://${hsqgl.server.host:|ocal host}: ${hsql.server.port: 9101}/
${ hsql . server. dbnane: xdj ob}

usernane: sa

passwor d:

driverC assNanme: org. hsqgl db. j dbc. JDBCDri ver
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The properties under hsql . server are substituted in the spring. dat asource. url property
value. This lets you create short variants of existing Spring Boot properties. Using this style,
you can override the value of these configuration variables by setting an OS environment
variable, such as xd_server host. Alternatively, you can not use any placeholders and set
spring. dat asour ce. url directly to known values.

MySQL

When in distributed mode and you want to use MySQL, you need to change the value of
spri ng. dat asour ce. * properties. As an example,

spring:
dat asour ce:
url: jdbc:nysql://yourDBhost: 3306/ your DB
user nane: your User nane
passwor d: your Passwor d
driverd assNarme: com nysql . j dbc. Driver

To override these settings set an OS environment variable such as spri ng_dat asource_ur| to the
value you require.

PostgreSQL

When in distributed mode and you want to use PostgreSQL, you need to change the value of
spri ng. dat asour ce. * properties. As an example,

spring:
dat asour ce:
url: jdbc: postgresql://yourDBhost: 5432/ your DB
user nane: your User name
passwor d: your Passwor d
driverC assNane: org. postgresql.Driver

To override these settings set an OS environment variable such as spri ng_dat asour ce_ur| to the
value you require.

Oracle database

When in distributed mode and you want to use Oracle database, you need to change the value of
spri ng. dat asour ce. * properties. As an example,

spring:
dat asour ce:
url: jdbc:oracle:thin:@/yourDBhost: 1521/ your DB
usernane: scott
password: tiger
driverC assNanme: oracle.jdbc.driver. O acleDriver
val i dationQuery: select 1 from dual

To override these settings set an OS environment variable such as spri ng_dat asource_ur| to the
value you require.

Redis

If you want to use Redis for analytics or data transport you should set the host and port of the Redis
server.

spring:
redis:
port: 6379
host: | ocal host
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To override these settings set an OS environment variable such as spri ng_redi s_port to the value
you require.

You can also configure redis to use Sentinel.

spring:
redis:
port: 6379
host: host1
sentinel :
mast er: nynaster
nodes: host 2: 26379, host 3: 26380, host 4: 26381

In addition, the following default settings for the rabbit message bus can be modified inservers. ymi ...

redis:

headers: O

defaul t:
backO flnitiallnterval: 1000 O
backO f MaxI nterval : 10000 O
backOf f Mul tiplier: 2.0 O
concurrency: 1 0
maxAt t enpt s: 32 O

0 comma-delimited list of additional (string-valued) header names to transport
O The time in milliseconds before retrying a failed message delivery

0 The maximum time (ms) to wait between retries

O The back off multiplier (previous interval x multiplier = next interval)

0 The minimum number of consumer threads receiving messages for a module
0 The maximum number of delivery attempts

RabbitMQ

If you want to use RabbitMQ as a data transport use the following configuration settings

spring:
r abbi t my:
addresses: | ocal host: 5672 O
adm nAddresses: http://1ocal host: 15672 O
nodes: rabbit@ocal host O
user nane: guest O
password: guest
virtual _host: /
useSSL: fal se

O 0o o

ssl Properties:

O A comma-separated list of RabbitMQ server addresses (a single entry when not clustering).

O A comma-separated list of RabbitMQ management plugin URLSs - only used when nodes contains
more than one entry. Entries in this list must correspond to the corresponding entry in addr esses.

0 A comma-separated list of RabbitMQ node names; when more than one entry, used to locate the

server address where a queue is located. Entries in this list must correspond to the corresponding

entry in addr esses.

The user name.

The password.

The virtual host.

True to use SSL for the AMQP protocol.

O o0Oood

1.2.0.RC1 Spring XD 30



Spring XD Guide

0 The location of the SSL properties file, when certificate exchange is used.

To override these settings set an OS environment variable such as spri ng_r abbi t ng_host to the
value you require.

See Message Bus regarding SSL configuration.

When configuring a clustered environment, with High Availability Queues, it is possible to configure
the bus so that it consumes from the node where the queue is located. This is facilitated by the
Local i zedQueueConnecti onFact ory which determines the node for a queue. To enable this
feature, add the list of nodes to the spri ng. r abbi t ng. nodes property. These nodes correspond
to the broker addresses in the corresponding place in the spri ng. r abbi t ng. addr esses property.
The size of these lists must be identical (when the nodes property has more than one entry). The
spring. rabbi t ng. adm nAddr esses property contains the corresponding URLs for the admins on
those same nodes. Again, the property list must be the same length.

In addition, the following default settings for the rabbit message bus can be modified inservers. ym ...

nessagebus:
rabbit:

conpr essi onLevel 1 O

defaul t:
ackMode: AUTO O
aut oBi ndDLQ false O
backOflnitiallnterval: 1000 O
backOf f MaxI nterval : 10000 O
backOf f Mul tiplier: 2.0 O
batchBufferLimt: 10000 O
bat chi ngEnabl ed: false O
bat chSi ze: 100 O
bat chTi neout : 5000 O
conpr ess: fal se
concurrency: 1
dur abl eSubscri pti on: fal se
maxAtt enpt s: 3
maxConcur rency: 1
prefix: xdbus.
prefetch: 1
repl yHeader Pat t er ns: STANDARD_REPLY_HEADERS, *
republ i shToDLQ fal se
request Header Pat t er ns: STANDARD_REQUEST_HEADERS, *
requeue: true
transact ed: fal se
txSi ze: 1

0 When the bus (or a stream module deployment) is configured to compress messages, specifies
the compression level. See java.uti.zip.Deflater for available values; defaults to 1 (BEST_SPEED)

0 AUTO (container acks), NONE (broker acks), MANUAL (consumer acks). Upper case only. Note:
MANUAL requires specialized code in the consuming module and is unlikely to be used in an
XD application. For more information, see http://docs.spring.io/spring-integration/reference/html/
amgp.html#amgp-inbound-ack

O When true, the bus will automatically declare dead letter queues and binding for each bus queue.
The user is responsible for setting a policy on the broker to enable dead-lettering; see Message Bus
Configuration for more information. The bus will configure a dead-letter-exchange (<pr ef i x>DLX)
and bind a queue with the name <ori gi nal queue nane>. dl q and route using the original
gueue name

O The time in milliseconds before retrying a failed message delivery

0 The maximum time (ms) to wait between retries
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The back off multiplier (previous interval x multiplier = next interval)

When batching is enabled, the size of the buffer that will cause a batch to be released (overrides
batchSize)

True to enable message batching by producers

The number of messages in a batch (may be preempted by batchBufferLimit or batchTimeout)
The idle time to wait before sending a partial batch

True to enable message compression - also see (1. bus compressionLevel)

The minimum number of consumer threads receiving messages for a module

When't r ue queues for subscriptions to publish/subscribe named channels (t ap: , t opi c: ) will be
declared as durable and are eligible for dead-letter configuration according to the aut oBi ndDLQ
setting.

The maximum number of delivery attempts. Setting this to 1 disables the retry mechanism and
r equeue must be set to false if you wish failed messages to be rejected or routed to a DLQ.
Otherwise deliveries will be attempted repeatedly, with no termination. Also seer epubl i shToDLQ
The maximum number of consumer threads receiving messages for a module

A prefix applied to all queues, exchanges so that policies (HA etc) can be applied

The number of messages to prefetch for each consumer

Determines which reply headers will be transported

By default, failed messages after retries are exhausted are rejected. If a dead-letter queue (DLQ) is
configured, rabbitmq will route the failed message (unchanged) to the DLQ. Setting this property to
t r ue instructs the bus to republish failed messages to the DLQ, with additional headers, including
the exception message and stack trace from the cause of the final failure. Note that the republish
will occur even if maxAt t enpt s is only set to 1. Also see aut oBi ndDLQ

Determines which request headers will be transported

Whether rejected messages will be requeued by default

Whether the channel is to be transacted

The number of messages to process between acks (when ack mode is AUTO).

Kafka

If you want to use Kafka as a data transport, the following connection settings, as well as defaults for
the kafka message bus can be modified in servers. ymi .

Note

To ensure the proper functioning of the Kafka Message Bus, you must eanble log cleaning in your
Kafka configuration. This is set using the configuration variable | og. cl eaner. enabl e=t r ue.
See the Kafka documentation for additional configuration options for log cleaning.

Note

At this time, the Kafka message bus does not support job processing. This feature will be available
in a future release.
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nmessagebus:
kaf ka:
brokers: | ocal host:9092 0O
zkAddr ess: | ocal host: 2181 0O
defaul t:
bat chi ngEnabl ed: fal se O
bat chSi ze: 200 O
bat chTi meout : 5000 O
replicationFactor: 1 O
concurrency: 1 O
requi r edAcks: 1 O
conpr essi onCodec: def aul t O
of f set St or eTopi c: SpringXdOf f set s O

A list of Kafka broker addresses, for sending messages

A list of ZooKeeper addresses, for receiving messages

True to enable message batching by producers by default

The number of messages in a batch (may be preempted by batchTimeout)

The idle time to wait before sending a partial batch

The replication factor of the topics created by the message bus. At least as many brokers must be

in the cluster when the topic is being created.

0 The maximum number of consumer threads receiving messages for a module. The total number of
threads actively consuming partitions across all the instances of a specific module cannot be larger
than the partition count of a transport topic - therefore, if such a situation occurs, some modules
instances will, in fact, use less consumer threads.

0 The number of required acks when producing messages, i.e. how many brokers have committed
data to the logs and acknowledged this to the leader. Special values are - 1, meaning all in-sync
replicas, and 0 indicating that no acks are necessary.

0 Enables compression for the bus and sets the compression codec.

0 The name of the topic that will be used to store client offset values. ==== Admin Server HTTP Port

OoOoooogdg

The default HTTP port of the xd- admi n server is 9393. To change the value use the following
configuration setting

server:
port: 9876

Management Port

The XD servers provide general health and JMX exported management endpoints via Jolokia.

By default the management and health endpoints are available on port 9393. To change the value of
the port use the following configuration setting to servers. ym .

nanagenent :
port: 9876

You can also disable http management endpoints by setting the port value to -1.
By default IMX MBeans are exported. You can disable JMX by setting spri ng. j nx. enabl ed=f al se.

The section on Monitoring and management over HTTP provides details on how to configure these
endpoint.
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Admin Server Security

By default, the Spring XD admin server is unsecured and runs on an unencrypted HTTP connection.
You can secure your administration REST endpoints, as well as the Admin Ul by enabling HTTPS and
requiring clients to authenticate.

Enabling HTTPS

By default, the administration, management, and health endpoints, as well as the Admin Ul use
HTTP as a transport. You can switch to HTTPS easily, by adding a certificate to your configuration in
servers.yn

spring:
profiles: admn O
server:
ssl:
key-alias: yourKeyAlias
key-store: path/to/keystore
key- st or e- passwor d: your KeySt or ePasswor d
key- passwor d: your KeyPasswor d
trust-store: path/to/trust-store
trust-store-password: your Trust St or ePasswor d

O0ooooo

0 The settings are applicable only to the admin server (regardless whether it's started in single-node
mode or as a separate instance).

0 The alias (or name) under which the key is stored in the keystore.

0 The path to the keystore file. Classpath resources may also be specified, by using the classpath
prefix: cl asspat h: pat h/ t o/ keyst ore

O The password of the keystore.

0 The password of the key.

0 The path to the truststore file. Classpath resources may also be specified, by using the classpath
prefix: cl asspat h: path/to/trust-store

0 The password of the trust store.

Note

If HTTPS is enabled, it will completely replace HTTP as the protocol over which the REST
endpoints and the Admin Ul interact. Plain HTTP requests will fail - therefore, make sure that you
configure your Shell accordingly.

Enabling authentication

By default, the REST endpoints (administration, management and health), as well as the Admin Ul do
not require authenticated access. By turning on authentication on the admin server:

» the REST endpoints will require Basic authentication for access;

» the Admin Ul will be accessible after signing in through a web form.

Note

When authentication is set up, it is strongly recommended to enable HTTPS as well, especially
in production environments.
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You can turn on authentication by adding the following to the configuration in servers. yni :

spring:
profiles: admn O
security:
basi c:
enabl ed: true O
real m SpringXD O

user:
nanme: your Adm nUser nanme
passwor d: your Adm nPasswor d

role: ADM N, VIEW CREATE O

O The settings are applicable only to the admin server (regardless whether it’s started in single node
mode or as a separate instance).

0 Mustbe settot rue for security to be enabled.

(Optional) The realm for Basic authentication. Will default to Spr i ngXD if not explicitly set.

0 Must set with appropriate roles (ADMIN, VIEW and CREATE) to enable. Note: the prefix ROLE
isn't required here.

O

Additionally, you must specify an authentication method, out of the following that Spring XD supports:
* single user mode (the default made available by Spring Boot)

* integration with an existing LDAP server

« file based configuration

The options above are mutually exclusive, and they are described below.

Single user authentication

This option uses a single username/password pair is created for the server. This option is turned on by
default, if security is enabled and LDAP is not configured.

You can configure this option by adding the following to the configurationinser ver s. ymi , once security
is enabled.

spring:
profiles: admn
security:
basi c:
enabl ed: true
real m SpringXD
user:
name: your Admi nUser name O
passwor d: your Adm nPasswor d O

O The username for authentication (must be used by REST clients and in the Admin Ul). Will default
to user if not explicitly set.

0 The password for authentication (must be used by REST clients and in the Admin Ul). If not explicitly
set, it will be auto-generated, as described in the Spring Boot documentation.

LDAP authentication

Spring XD also supports authentication against an LDAP server, in both direct bind and "search and
bind" modes. When the LDAP authentication option is activated, the default single user mode is turned
off.
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In
th

direct bind mode, a pattern is defined for the user’s distinguished name (DN), using a placeholder for
e username. The authentication process derive the distinguished name of the user by replacing the

placeholder and use it to authenticate a user against the LDAP server, along with the supplied password.
You can set up LDAP direct bind as follows:
spring:
profiles: admn
security:
basi c:

enabl ed: true
real m SpringXD

xd:
security:
aut henti cati on:
| dap:
enabl ed: true 0
url: |dap://1dap. exanpl e. com 3309 O
user DnPat t ern: ui d={0}, ou=peopl e, dc=exanpl e, dc=com 0O
0 Enables LDAP integration
0 The URL for the LDAP server
O The distinguished name (DN) pattern for authenticating against the server.

The "search and bind" mode involves connecting to an LDAP server, either anonymously or with a fixed
account, and searching for the distinguished name of the authenticating user based on its username,
and then using the resulting value and the supplied password for binding to the LDAP server. This option

is

configured as follows:

spring:
profiles: admn
security:
basi c:
enabl ed: true
real m SpringXD
xd:
security:
aut henti cati on:
| dap:
enabl ed: true
url: |dap://1dap. exanpl e. com 3309
manager Dn: ui d=bob, ou=manager s, dc=exanpl e, dc=com
manager Passwor d: manager Passwor d
user Sear chBase: ou=ot her peopl e, dc=exanpl e, dc=com
user Sear chFi |l ter: uid={0}

O 0Oo0ooogog

O

a
g

Enables LDAP integration

The URL of the LDAP server

A DN for to authenticate to the LDAP server, if anonymous searches are not supported (optional,
required together with next option)

A password to authenticate to the LDAP server, if anonymous searches are not supported (optional,
required together with previous option)

The base for searching the DN of the authenticating user (serves to restrict the scope of the search)
The search filter for the DN of the authenticating user

File based authentication

S
a

pring XD supports listing users in a configuration file, as described below. Each user must be assigned
password and one or more roles:

1.
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spring:
profiles: admn
security:
basi c:
enabl ed: true
realm SpringXD
xd:

security:
aut henti cation:
file:
enabl ed: true O
users: O

bob: bobspassword, ROLE VIEW [O
alice: alicepwd, ROLE_ADM N

0 Enables file based integration
O Thisis a yaml map of username to (password and roles)
0 Each map "value" is made of a password and one or more roles, comma separated

Customizing authorization

All of the above deals with authentication, i.e. how to assess the identity of the user. Irrespective of the
option chosen, you can also customize authorization i.e. who can do what.

The default scheme uses three roles to protect the REST endpoints that Spring XD exposes:

* ROLE_VIEW for anything that relates to retrieving state
 ROLE_CREATE for anything that involves creating, deleting or mutating the state of the system
« ROLE_ADMIN for boot management endpoints.

All of those defaults are written out in appl i cation.ym , which you can choose to override via
servers. ynl . This takes the form of a YAML list (as some rules may have precedence over others)
and so you'll need to copy/paste the whole list and tailor it to your needs (as there is no way to merge
lists). Always refer to your version of appl i cati on. ym , as the snippet reproduced below may be
outdated. The default rules are as such:

1.2.0.RC1 Spring XD 37



Spring XD Guide

security:
aut hori zati on:
rul es:
# Streamns
- CGET / streans/ definitions => hasRol e(' ROLE_VI EW)
- DELETE /streans/definitions => hasRol e(' ROLE_CREATE' )
- CGET / streans/ definitions/* => hasRol e(' ROLE_VI EW )
- POST /streans/definitions => hasRol e(' ROLE_CREATE' )
- DELETE /streans/definitions/* => hasRol e(' ROLE_CREATE' )
# Stream Depl oynent s
- CGET / st reans/ depl oynment s/ => hasRol e(' ROLE_VI EW)
- DELETE /streans/ depl oynent s/ => hasRol e(' ROLE_CREATE' )
- CGET / streans/ depl oynent s/ * => hasRol e(' ROLE_VI EW )
- POST /streans/depl oynents/* => hasRol e(' ROLE_CREATE' )
- DELETE /streans/ depl oynent s/ * => hasRol e(' ROLE_CREATE' )
# Job Definitions
- CGET /j obs/ definitions => hasRol e(' ROLE_VI EW)
- DELETE /j obs/definitions => hasRol e(' ROLE_CREATE' )
- CGET /j obs/ definitions/* => hasRol e(' ROLE_VI EW)
- POST /jobs/definitions => hasRol e(' ROLE_CREATE' )
- DELETE /jobs/definitions/* => hasRol e(' ROLE_CREATE' )
# Job Depl oynments
- CGET /j obs/ depl oynent s/ => hasRol e(' ROLE_VI EW)
- DELETE /j obs/ depl oynent s/ => hasRol e(' ROLE_CREATE' )
- CGET / j obs/ depl oynent s/ * => hasRol e(' ROLE_VI EW )
- POST /jobs/depl oynments/* => hasRol e(' ROLE_CREATE' )
- DELETE /j obs/ depl oynment s/ * => hasRol e(' ROLE_CREATE' )
# Batch Job Configurations
- CGET /j obs/ configurations => hasRol e(' ROLE_VI EW)
- GET /j obs/ configurations/* => hasRol e(' ROLE_VI EW)
# Batch Job Executions
- CGET | j obs/ execut i ons => hasRol e(' ROLE_VI EW)
- PUT | j obs/ execut i ons?st op=true => hasRol e(' ROLE_CREATE' )
- GET /j obs/ execut i ons?j obnane=* => hasRol e(' ROLE_VI EW)
- POST /jobs/executions?j obnanme=* => hasRol e(' ROLE_CREATE' )
- GET /j obs/ executions/* => hasRol e(' ROLE_VI EW)
- PUT / j obs/ executions/*?restart=true => hasRol e(' ROLE_CREATE')
- PUT | j obs/ execut i ons/ *?st op=t r ue => hasRol e(' ROLE_CREATE' )
- CET / j obs/ execut i ons/ */ st eps => hasRol e(' ROLE_VI EW)
- GET /j obs/ executions/ */steps/* => hasRol e(' ROLE_VI EW)
- CGET / j obs/ execut i ons/ */ st eps/ */ progress => hasRol e(' ROLE_VI EW)

# Batch Job I nstances

Boot Endpoints

- CGET /j obs/ i nst ances?j obnane=* => hasRol e(' ROLE_VI EW )

- CGET /j obs/i nst ances/ * => hasRol e(' ROLE_VI EW)

# Modul e Definitions

- GET / modul es => hasRol e(' ROLE_VI EW)

- POST /nodul es => hasRol e(' ROLE_CREATE' )

- CGET / modul es/ */ * => hasRol e(' ROLE_VI EW)

- DELETE /nodul es/ */* => hasRol e(' ROLE_CREATE' )

# Depl oyed Modul es

- CET [ runti ne/ nodul es => hasRol e(' ROLE_VI EW)

# Cont ai ners

- CGET /runtine/ containers => hasRol e(' ROLE_VI EW)

# Counters

- CGET /metrics/counters => hasRol e(' ROLE_VI EW )

- CGET /' metrics/counters/* => hasRol e(' ROLE_VI EW)

- DELETE /nmetrics/counters/* => hasRol e(' ROLE_CREATE' )

# Field Value Counters

- CGET /metrics/field-val ue-counters => hasRol e(' ROLE_VI EW)

- CGET /metrics/field-val ue-counters/* => hasRol e(' ROLE_VI EW)

- DELETE /netrics/field-val ue-counters/* => hasRol e(' ROLE_CREATE )

# Aggregate Counters

- CET / metrics/ aggregat e-counters => hasRol e(' ROLE_VI EW)

- GET /metrics/ aggregat e-counters/* => hasRol e(' ROLE_VI EW)
DELETE / netri cs/ aggr egat e- count er s/ * => hasRol e(' ROLE_CREATE' )
Gauges
GET / metrics/ gauges => hasRol e(' ROLE_VI EW )
GET / metrics/ gauges/ * => hasRol e(' ROLE_VI EW)
DELETE / netri cs/ gauges/ * => hasRol e(' ROLE_CREATE' )
Ri ch Gauges
GET /I metrics/rich-gauges => hasRol e(' ROLE_VI EW )
GET /I metrics/rich-gauges/* => hasRol e(' ROLE_VI EW )
DELETE / netrics/rich-gauges/* => hasRol e(' ROLE_CREATE' )
Tab Conpl eti ons
CET / conpl eti ons/ streanPstart =* => hasRol e(' ROLE_VI EW)
GET / conpl etions/j ob?start=* => hasRol e(' ROLE_VI EW)
GET / conpl eti ons/ modul e?start=* => hasRol e(' ROLE_VI EW)
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The format of each line is the following:

HTTP_METHOD URL_PATTERN ' =>' SECURI TY_ATTRI BUTE

where

HTTP_METHOD is one http method, capital case

URL_PATTERN is an Ant style URL pattern

SECURITY_ATTRIBUTE is a SpEL expression (see http://docs.spring.io/spring-security/site/
docs/4.0.0.M2/reference/htmlisingle/#el-access)

each of those separated by one or several blank characters (spaces, tabs, etc.)

Be mindful that the above is indeed a YAML list, not a map (thus the use of - dashes at the start of each
line) that lives under the securi ty. aut hori zati on. rul es key.

Local transport

Local transport uses a QueueChannel to pass data between modules. There are a few properties you
can configure on the QueueChannel

» xd. |l ocal .transport. naned. queueSi ze - The capacity of the queue, the default value is
I nt eger. MAX_VALUE

» xd. |l ocal .transport. naned. pol | i ng - Messages that are buffered in a QueueChannel need
to be polled to be consumed. This property controls the fixed rate at which polling occurs. The default
value is 1000 ms.

3.3 Module Configuration

Modules are configured by placing property files in a nested directory structure based on their type
and name. The root of the nested directory structure is by default XD_HOVE/ conf i g/ nodul es. This
location can be customized by setting the OS environment variable XD_MODULE_CONFI G_LOCATI ON,
similar to how the environment variable XD_CONFI G_LOCATI ON is used for configuring the server. If
XD_MODULE_CONFI G_LOCATI ON is set explicitly, then it is necessary to add the file path separator
("/") at the end of the path.

Note

If XD_MODULE_CONFI G_LOCATI ON is set to use explicit location, make sure to copy entire
directory structure from the default module config location xd/ confi g/ nodul es into the
new module config location. The XD_MODULE_CONFI G_LOCATI ON can reference any Spring
Resource implementation, most commonly denoted using the prefixes cl asspat h: ,fil e: and
http:.

As an example, if you wanted to configure the twittersearch module, you would create a file

XD_MODULE_CONFI G_LOCATI ON\source\twi ttersearch\twi ttersearch. properties

and the contents of that file would be property names such as consuner Key and consuner Secr et .
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Note

You do not need to prefix these property names with a sour ce. t wi tt er sear ch prefix.

You can override the values in the module property file in various ways. The following sources of
properties are considered in the following order.

1. Properties specified in the stream or job DSL definition
2. Java System Properties (e.g. source.http.port=9454)
3. OS environment variables. (e.g. source_http_port=9454)

4. XD_MODULE_CONFI G_LOCATI ON\ <t ype>\ <name>\ <nane>. properties (including profile
variants)

5. Default values specified in module metadata (if available).

Values in XD MODULE CONFI G_LOCATI ON\ <t ype>\ <name>\ <nane>. properties can be
property placeholder references to keys defined in another resource location. By default the resource is
the file XD_MODULE_CONFI G_LOCATI ON\ nodul es. ym . You can customize the name of the resource
by using setting the OS environment variable XD_MODULE_CONFI G_NAME before running a server
startup script.

The nodul es. ym file can be used to specify the values of keys that should be shared across
different modules. For example, it is common to use the same twitter developer credentials in both the
twittersearch and twitterstream modules. To avoid repeating the same credentials in two property files,
you can use the following setup.

nodul es. ym contains

shar edConsuner Key: al sdj f qwopi eur

shar edConsuner Secret: pgw eour al sdj kqupo
sharedAccessToken: |1ixzchvpi awed

shar edAccessTokenSecret: ewoqi rudhdsl dke

and XD MODULE CONFI G LOCATI ON\source\twitterstreamitwitterstream properties
contains

consumner Key=${ shar edConsuner Key}

consuner Secr et =${ shar edConsuner Secr et }
accessToken=${ shar edAccessToken}
accessTokenSecr et =${ shar edAccessTokenSecr et }

and XD MODULE CONFI G LOCATI ON\source\twittersearch\twi ttersearch. properties
contains

consumner Key=${ shar edConsuner Key}
consumer Secr et =${ shar edConsuner Secr et }

Profiles

When resolving property file names, the server will look to load profile specific variants based on the
naming convention <namne>-{profil e}. properties. For example, if given the OS environment
variable spring_profiles_active=defaul t, ga the following configuration file names for the
twittersearch module would be searched in this order
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1. XD _MODULE_CONFI G_LOCATI ON\source\twi ttersearch\tw ttersearch. properties

2. XD_MODULE_CONFI G_LOCATI ON\source\twi ttersearch\tw ttersearch-
defaul t. properties

3. XD_MODULE_CONFI G_LOCATI ON\source\twi ttersearch\twi ttersearch-
ga. properties

Also, the shared module configuration file is refernced using profile variants, so given the
OS environment variable spring _profiles_active=defaul t, ga the following shared module
configuration files would be searched for in this order

1. XD_MCODULE_CONFI G_LOCATI O\\ nodul es. ym
2. XD_MODULE_CONFI G_LOCATI ON\ nodul es-defaul t.ym

3. XD_MODULE_CONFI G_LOCATI ON rodul es- ga. ym
Batch Jobs or modules accessing JDBC

Another common case is access to a relational database from a job or the JDBC Sink module.

As an example, to provide the properties for the batch job jdbchdfs the file
XD_MODULE_CONFI G_LOCATI ON\ j ob\ j dbchdf s\ j dbchdf s. properi t es should contain

driverC ass=org. hsqgl db. j dbc. JDBCDri ver
ur | =j dbc: hsqgl db: mem xd

user nanme=sa

passwor d=

A property file with the same keys, but likely different values would be located in
XD _MODULE_CONFI G_LOCATI O\ si nk\ j dbc\j dbc. properites.
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4. DSL Guide

4.1 Introduction

Spring XD provides a DSL for defining a stream. Over time the DSL is likely to evolve significantly as it
gains the ability to define more and more sophisticated streams as well as the steps of a batch job.

4.2 Pipes and filters

A simple linear stream consists of a sequence of modules. Typically an Input Source, (optional)
Processing Steps, and an Output Sink. As a simple example consider the collection of data from an
HTTP Source writing to a File Sink. Using the DSL the stream description is:

‘http| file

A stream that involves some processing:

‘http| filter | transform| file

The modules in a stream definition are connected together using the pipe symbol | .

4.3 Module parameters

Each module may take parameters. The parameters supported by a module are defined by the module
implementation. As an example the ht t p source module exposes port setting which allows the data
ingestion port to be changed from the default value.

http --port=1337

It is only necessary to quote parameter values if they contain spaces or the | character. Here the
transform processor module is being passed a SpEL expression that will be applied to any data it
encounters:

transform --expressi on='new StringBuil der (payl oad).reverse()"

If the parameter value needs to embed a single quote, use two single quotes:

/'l Query is: Select * from/Custoners where name=' Smith'
scan --query="Select * from/Custonmers where name="'Smth' "’

4.4 Named channels

Instead of a source or sink it is possible to use a named channel. Normally the modules in a stream are
connected by anonymous internal channels (represented by the pipes), but by using explicitly named
channels it becomes possible to construct more sophisticated flows. In keeping with the unix theme,
sourcing/sinking data from/to a particular channel uses the > character. A named channel is specified
by using a channel type, followed by a : followed by a name. The channel types available are:

queue - this type of channel has point-to-point (p2p) semantics

topic - this type of channel has pub/sub senmantics

Here is an example that shows how you can use a named channel to share a data pipeline driven by
different input sources.
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queue: foo > file

‘http > queue: f oo

time > queue: foo

Now if you post data to the http source, you will see that data intermingled with the time value in the file.

The opposite case, the fanout of a message to multiple streams, is planned for a future release. However,
taps are a specialization of named channels that do allow publishing data to multiple sinks. For example:

tap: stream nystream > file

tap: stream nystream > | og

Once data is received on nmyst r eam it will be written to both file and log.

Support for routing messages to different streams based on message content is also planned for a
future release.

4.5 Labels

Labels provide a means to alias or group modules. Labels are simply a hame followed by a : When
used as an alias a label can provide a more descriptive name for a particular configuration of a module
and possibly something easier to refer to in other streams.

‘ nystream = http | obfuscator: transform --expression=payl oad.replaceAl | (' password','*') | file

Labels are especially useful (and required) for disambiguating when multiple modules of the same name
are used:

nystream = http | uppercaser: transform --expression=payl oad. t oUpper Case() | exclainer: transform--
expressi on=payl oad+'!" | file

Refer to this section of the Taps chapter to see how labels facilitate the creation of taps in these cases
where a stream contains ambiguous modules.

4.6 Single quotes, Double quotes, Escaping

Spring XD is a complex runtime that involves a lot of systems when you look at the complete picture.
There is a Spring Shell based client that talks to the admin that is responsible for parsing. In turn,
modules may themselves rely on embedded languages (like the Spring Expression Language) to
accomplish their behavior.

Those three components (shell, XD parser and SpEL) have rules about how they handle quotes and how
syntax escaping works, and when stacked with each other, confusion may arise. This section explains
the rules that apply and provides examples to the most common situations.

It's not always that complicated

This section focuses on the most complicated cases, when all 3 layers are involved. Of course, if
you don't use the XD shell (for example if you're using the REST API directly) or if module option
values are not SpEL expressions, then escaping rules can be much simpler
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Spring Shell

Arguably, the most complex component when it comes to quotes is the shell. The rules can be laid out
quite simply, though:

» a shell command is made of keys (- - f 00) and corresponding values. There is a special, key-less
mapping though, see below

» avalue can not normally contain spaces, as space is the default delimiter for commands

» spaces can be added though, by surrounding the value with quotes (either single [' ] or double ["]
quotes)

« if surrounded with quotes, a value can embed a literal quote of the same kind by prefixing it with a
backslash (\)

e Other escapes are available, suchas\t,\ n,\r,\f and unicode escapes of the form \ uxxxx

 Lastly, the key-less mapping is handled in a special way in the sense that if does not need quoting
to contain spaces

For example, the XD shell supports the ! command to execute native shell commands. The ! accepts
a single, key-less argument. This is why the following works:

xd: > rmfoo

The argument here is the whole r m f oo string, which is passed as is to the underlying shell.

As another example, the following commands are strictly equivalent, and the argument value is f oo
(without the quotes):

xd: >stream destroy foo

xd: >stream destroy --nane foo
xd: >stream destroy "foo"

xd: >stream destroy --nane "foo"

XD Syntax

At the XD parser level (that is, inside the body of a stream or job definition) the rules are the following:
 option values are normally parsed until the first space character

» they can be made of literal strings though, surrounded by single or double quotes

» To embed such a quote, use two consecutive quotes of the desired kind

As such, the values of the - - expr essi on option to the filter module are semantically equivalent in
the following examples:

filter --expression=payl oad>5
filter --expression="payl oad>5"
filter --expression='payl oad>5
filter --expression='payload > 5

Arguably, the last one is more readable. It is made possible thanks to the surrounding quotes. The actual
expression is payl oad > 5 (without quotes).

Now, let's imagine we want to test against string messages. If we'd like to compare the payload to the
SpEL literal string, " f 00", this is how we could do:
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filter --expression=payl oad=='f o0’ O
filter --expression='payload == "''foo' "' O
filter --expression='payload == "foo"' O

O This works because there are no spaces. Not very legible though

O This uses single quotes to protect the whole argument, hence actual single quotes need to be
doubled

0 But SpEL recognizes String literals with either single or double quotes, so this last method is
arguably the best

Please note that the examples above are to be considered outside of the Spring XD shell. When entered
inside the shell, chances are that the whole stream definition will itself be inside double quotes, which
would need escaping. The whole example then becomes:

xd: >stream create foo --definition "http | filter --expression=payload='foo' | |og"
xd: >stream create foo --definition "htpp | filter --expression='"payload == "''foo''" | |og"
xd: >stream create foo --definition "http | filter --expression="payload == \"foo\"" | |og"

SpEL syntax and SpEL literals

The last piece of the puzzle is about SpEL expressions. Many modules accept options that are to be
interpreted as SpEL expressions, and as seen above, String literals are handled in a special way there
too. Basically,

« literals can be enclosed in either single or double quotes

» quotes need to be doubled to embed a literal quote. Single quotes inside double quotes need no
special treatment, and vice versa

As alast example, assume you want to use the transform module. That module accepts an expr essi on
option which is a SpEL expression. It is to be evaluated against the incoming message, with a default
of payl oad (which forwards the message payload untouched).

It is important to understand that the following are equivalent:

transform - -expressi on=payl oad
transform --expressi on=' payl oad'

but very different from the following:

transform --expressi on=""'payl oad" "
transform --expression=""'"'payload "'

and other variations.

The first series will simply evaluate to the message payload, while the latter examples will evaluate to
the actual literal string pay!| oad (again, without quotes).

Putting it all together

As a last, complete example, let’s review how one could force the transformation of all messages to the
string literal hel | o wor | d, by creating a stream in the context of the XD shell:

streamcreate foo --definition "http | transform--expression="""hello world "' | log" O
stream create foo --definition "http | transform--expression="\"hello world\"" | log" O
stream create foo --definition "http | transform--expression=\""hello world'\" | log" O
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O This uses single quotes around the string (at the XD parser level), but they need to be doubled
because we’re inside a string literal (very first single quote after the equals sign)

00O use single and double quotes respectively to encompass the whole string at the XD parser level.
Hence, the other kind of quote can be used inside the string. The whole thing is inside the - -
definiti on argument to the shell though, which uses double quotes. So double quotes are
escaped (at the shell level) == Interactive Shell

4.7 Introduction

Spring XD includes an interactive shell that you can use create, deploy, destroy and query streams and
jobs. There are also commands to help with common tasks such as interacting with HDFS, the UNIX
shell, and sending HTTP requests. In this section we will introduce the main commands and features
of the shell.

Using the Shell

When you start the shell you can type help to show all the commands that are available. Note, that since
the XD shell is based on Spring Shell you can contribute you own commands into the shell. The general
groups of commands are related to the management of

* Modules
e Streams

* Jobs

Analytics (Counters, Aggregate Counters, Gauges, etc.)

HDFS

For example to see what modules are available issue the command

xd: >nodul e i st
Tip
The list of all Spring XD specific commands can be found in the Shell Reference

The shell also provides extensive command completion capabilities. For example, if you type mod and
hit TAB, you will be presented with all the matching commands.

xd: >nodul e
nmodul e conpose nmodul e del ete nmodul e di spl ay nmodul e info
nmodul e 1i st

Note

Tab completion works for module options as well as for the DSL used within the - - defi ni ti on
option for stream and module commands.

The command nodul e | i st shows all the modules available
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xd: >nodul e i st
Sour ce

genfire-cq
post

http

reactor-ip
jms
tcp-client
ot t
file

genfire
mai |
trigger
tcp

tai

sysl og-tcp
sysl og- udp
rabbi t
time

twitterstream

reactor - sysl og

twittersearch

Processor

aggr egat or
http-client
splitter
filter
json-to-tuple
transform
bridge

obj ect-to-json
scri pt

Si nk Job
count er hdf sj dbc
| og j dbchdfs

fiel d-val ue-counter hdf srongodb
ri ch- gauge filejdbc
mt t ftphdfs
file filepoll hdfs
spl unk

mai

tep

hdf s

gauge

j dbc

genfire-server

t hr oughput - sanpl er
genfire-json-server

rout er

aggr egat e- count er

rabbi t

hdf s- dat aset

Suppose we want to create a stream that uses the ht t p source and fi | e sink. How do we know what
options are available to use? There are two ways to find out. The first is to use the command nodul e
i nf 0. Pressing TAB after typiing noudl e i nf o will complete the command with the - - name option
and then present all the modules prefixed by their type.

job:filejdbc
j ob: hdf sj dbc

processor: scri pt

sink:file

si nk: genfire-server
si nk: j dbc

sink: mtt

si nk: router

source: genfire-cq
sour ce: nai
sour ce: r abbi t
sour ce: sysl og-tcp
source:tcp
source: trigger

xd: >nodul e info --nane

processor: aggr egat or
processor: http-client

si nk: aggr egat e- count er

si nk: t hr oughput - sanpl er

xd: >nodul e info --name

job:filepollhdfs

j ob: hdf snbngodb
processor: bridge
processor:json-to-
processor:splitter
si nk: count er

si nk: gauge

si nk: hdf s
sink: 1 og

si nk: r abbi t

si nk: spl unk
source:file
source: http
source: nytt
source: reactor-ip
sour ce: sysl og- udp
source: tcp-client
source: twittersear

job: ftphdfs

j ob:j dbchdfs
processor:filter
processor: obj ect-to-json
processor:transform
sink: fiel d-val ue-counter
si nk: genfire-json-server
si nk: hdf s- dat aset

si nk: mai

si nk: ri ch- gauge
sink:tcp

source: genfire

source: jns

sour ce: post

sour ce: react or - sysl og
source: tai

source:time

ch source:tw tterstream

tuple

The nodul e
default values.

out put Type

Option Name Description

xd: >nodul e info --name source: http
I nformati on about source nodule 'http'

port the port to listen to
how thi s mobdul e should emt nessages it produces

For the fi | e sink the options are

i nf o command for the http source shows the option names, a brief description, and

Default Type

9000 int
<none> M neType
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xd: >nodul e info --name sink:file
I nformation about sink nodule 'file':
Option Nanme Description Def aul t
Type
bi nary if false, will append a new ine character at the end of each line false
bool ean
char set the charset to use when witing a String payl oad UTF- 8
String
dir the directory in which files will be created / t np/ xd/ out put /
String
node what to do if the file already exists APPEND
Mode
name filenane pattern to use ${ xd. st ream nane}
String
suf fix filenane extension to use <none>
String
i nput Type how thi s nmodul e should interpret nmessages it consumes <none>
M meType

Note that the default value ${xd. st r eam nanme} will be resolved to the name of the stream that
contains the module.

Tab completion for Job and Stream DSL definitions

When creating a stream defintion tab completion after - - defi ni ti on will enable you to see all the
options that are available for a given module as well as a list of candidate modules for the subsequent
module in the stream. For example, hitting TAB after ht t p as shown below

xd: >stream create --nane test --definition "http

http --output Type= http --port= http | aggregate-counter http | aggregator
http | bridge http | counter http | field-val ue-counter http | file

http | filter http | gauge http | genfire-json-server http | genfire-
server

http | hdfs http | hdfs-dataset http | http-client http | jdbc

http | json-to-tuple http | log http | nail http | nott

http | object-to-json http | rabbit http | rich-gauge http | router
http | script http | splitter http | splunk http | tcp

http | throughput-sanpler http | transform

shows the options out put Type and port in addition to any processors and sinks. Hitting TAB after
entering - - after the http module will provide a list of only the http options

xd: >stream create --nane test --definition "http --
http --output Type= http --port=

Entering the port number and also the pipel | symbol and hitting tab will show completions for candidate
processor and sink modules. The same process of tab completion for module options applies to each
module in the chain.

Executing a script

You can execute a script by either passing in the - - cndf i | e argument when starting the shell or by
executing the scri pt command inside the shell. When using scripts it is common to add comments
using either // or ; characters at the start of the line for one line comments or use / * and */ for
multiline comments
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Single quotes, Double quotes, Escaping

There are often three layers of parsing when passing entering commands to the shell. The shell
parses the command to recognize - - options, inside the body of a stream/job definition the values are
parsed until the first space character, and inside some command options SpEL is used (e.g. router).
Understanding the interaction between these layers can cause some confusion. The DSL Guide section
on guotes and escaping will help you if you run into any issues.

1.2.0.RC1 Spring XD 49



Spring XD Guide

5. Admin Ul

5.1 Introduction

Spring XD provides a browser-based GUI which currently has 2 sections allowing you to
» perform Batch Job related tasks

» deploy/undeploy Stream Definitions

Upon starting Spring XD, the Admin Ul is available at:
"http://<adminHost>:<adminPort>/admin-ui"

For example: http://localhost:9393/admin-ui

If you have enabled https, then it will be located at https://localhost:9393/admin-ui

If you have enabled security, a login form is available at http://localhost:9393/admin-ui/login

Note: Default admin server port is 9393

g Spring STREAMS  JOBS | ABOUT

About

Spring XD is a unified, distributed, and extensible system for data ingestion, real time analytics, batch processing, and data
export. The project’s goal is to simplify the development of big data applications.

Need Help or Found an Issue?

Project Page http://projects.spring.io/spring-xd/

Sources https://github.com/spring-projects/spring-xd/
Documentation http://docs.spring.io/spring-xd/docs/1.0.x/reference/html/
API Docs http://docs.spring.io/spring-xd/docs/1.0.x/api/

Support Forum http://stackoverflow.com/questions/tagged/spring-xd
Issue Tracker https://jira.spring.io/browse/XD

Figure 5.1. The Spring XD Admin Ul

5.2 Containers

The Containers section of the admin Ul shows the containers that are in the XD cluster. For each
container the group properties and deployed modules are shown. More information on the container
(hostname, pid, ip address) and for the module (module options and deployment properties) is available
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by clicking on the respective links. You can also shutdown a container (in distributed mode) by clicking
on the shutdown button. You will be asked for confirmation if you select to shutdown.

@ spring CONTAINERS STREAMS JOBS ABOUT

Cluster view

This section shows the XD cluster view with the list of all running containers. To enable actions on the containers, make sure to enable the management
port.

Containers

Container Id Groups Deployed Modules Action
b8c6c47-1873-42c4-9de5-f70e8313b7c5
ab8c6c47-187 c des5-f70e8 h7¢c5 m - 0g.1 ® Shutdown

Figure 5.2. List of Containers

5.3 Streams

The Streams section of the admin Ul provides the Definitions tab that provides a listing of Stream
definitions. There you have the option to deploy or undeploy those streams. Additionally you can
remove the definition by clicking on destroy.

@ spnng STREAMS JOoBS ABOUT

Streams

This section lists all the stream definitions and provides the ability to deploy/undeploy or destroy streams.

Definitions

Definition Actions

ticktock time | log B Undeploy P Deploy

wordCountFiles file --ref=true > queue:job:wordCountlob B Undeploy P Deploy

Figure 5.3. List of Stream Definitions
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5.4 Jobs

The Jobs section of the admin Ul currently has four tabs specific for Batch Jobs

* Modules

Definitions
» Deployments

» Executions
Modules

Modules encapsulate a unit of work into a reusable component. Within the XD runtime environment
Modules allow users to create definitions for Streams as well as Batch Jobs. Consequently, the Modules
tab within the Jobs section allows users to create Batch Job definitions. In order to learn more about
Modules, please see the chapter on Modules.

List available batch job modules

This page lists the available batch job modules.

&) spring soes

Batch Jobs

This section lists all available batch job modules. You have the ability to view module details and to create job definitions.

Modules Definitions Deployments Executions

Actions

filejdbc H n
filepollhdfs H n
ftphdfs H
hdfsjdbc H n
hdfsmongodb H “
jdbchdfs H n
ag
payment H n

Figure 5.4. List Job Modules

On this screen you can perform the following actions:
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View details such as the job module options.

Create a Job Definition from the respective Module.

Create a Job Definition from a selected Job Module

On this screen you can create a new Job Definition. As a minimum you must provide a name for the
new definition. Optionally you can select wether the new definition shall be automatically deployed.
Depending on the selected module, you will also have the option to specify various parameters that are
used during the deployment of the definition.

&) spring o8

Create Definition for Job Module myjob

Definition Name HelloWorld

The name of the definition must be different from the module name

™ Deploy created definition

Parameters
DateFormat yyyyMMdd
The date format to use when parsing date parameters
Listeners
Comma separated list of listeners from [job,step,chunk,item and skip]
MakeUnique true

Whether always allow re-invocation of this job

NumberFormat

The number format to use when parsing numeric parameters

Resulting Definition

myjob ——dateFormat=yyyyMMdd —--makeUnique=true

Figure 5.5. Create a Job Definition
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View Job Module Details

@ spnng CONTAINERS STREAMS JOBS

Module sparkapp (Type: job)

Options
Default
Name Type Value Description
appJlar String path to a bundled jar that includes your application and its dependencies - excluding
spark
conf String comma seperated list of key value pairs as config properties
dateFormat string yyyy-MM-dd the date format to use when parsing date parameters
files string comma separated list of files to be placed in the working directory of each executor
listeners String listeners from [job,step,chunk,item,skip] as csw or ‘disable’ (default enables all)
maincClass string the main class for Spark application
makeUnique boolean true whether always allow re-invocation of this job
master String local the master URL for Spark
name String the name of the Spark application
numberFormat String the number format to use when parsing numeric parameters
programaArgs String program arguments for the application main class
Back

Figure 5.6. View Job Module Details

On this page you can view the details of a selected job module. The pages lists the available options
(properties) of the modules.

List job definitions

This page lists the XD batch job definitions and provides actions to deploy, un-deploy or destroy those
jobs.

1.2.0.RC1 Spring XD 54



Spring XD Guide

JoBs

Batch Jobs

This section lists all the batch job definitions and allows you to deploy/undeploy/destroy them.

Modules Definitions Deployments Executions

Definition Actions

job --dateF t=yyyy-MM-dd --list =job --

makeUnigue=true
secondDemoJob myjob --makeUnique=true B Undeploy P Deploy
wordCountJob  wordcount B Undeploy P Deploy

Figure 5.7. List Job Definitions
List job deployments

This page lists all the deployed jobs and provides option to launch or schedule the deployed job.
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JoBs

Batch Jobs

This section lists all the available batch job deployments and allows you to launch/schedule them.

Modules Definitions Deployments Executions

Execution Count Last Execution Status Actions

demolob 4 COMPLETED m © Schedule n

secondDemoJob 1 FAILED © Schedule n
wordCountlob 3 COMPLETED m © Schedule n

Figure 5.8. List Job Deployments
Launching a batch Job
Once the job is deployed, they can be launched through the Admin Ul as well. Navigate to the

Deployments tab. Select the job you want to launch and press Launch. The following modal dialog
should appear:
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Batch Jobs

This section lists all the available batch job deployments and allows you to launch/schedule them.

Modules Definitions Deployments Executions

Schedule Execution Count Last Execution Status

HelloWorldJob © Schedule £ FAILED

® Schedule COMPLETED

w

wordCountob m

Launch - Job Parameters for wordCountJob

SomeParameter 1234

Long = ™ Identifying

Figure 5.9. Launch a Batch Job with parameters

Using this screen, you can define one or more job parameters. Job parameters can be typed and the
following data types are available:

String (The default)

Date (The default date format is: yyyy/MM/dd)
* Long

* Double
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Schedule Batch Job Execution

Batch Jobs

This section lists all the available batch job deployments and allows you to launch/schedule them.

Modules Definitions Deployments Executions

Last Execution Status

Execution Count

Launch Schedule

HelloWorldJob £ FAILED

© Schedule

wordCountlob m © Schedule 3 COMPLETED

Scheduling job wordCountJob

Scheduler (Stream) Name

MyScheduledJob

(=) Fixed delay
60

() Date

(O Cron

Schedule Job »

Figure 5.10. Schedule a Batch Job

When clicking on Schedule, you have the option to run the job:
« using a fixed delay interval (specified in seconds)

* on a specific data/time

* using a valid CRON expression

Job Deployment Details

On this screen, you can view additional deployment details. Besides viewing the stream definition, the
available Module Metadata is shown as well, e.g. on which Container the definition has been deployed
to.
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&) spring so8s

Job Deployment Details for Job 'demoJob’

Job Definition

myjob ——dateFormat=yyyy-MM-dd —--listeners=job --makeUnique=true

Module Metadata

Module Id demoJob.job.myjob-0

Container Id f9084836-cbbf-4c02-a965-ea2bdcf2fd07

Properties {dateFormat=yyyy-MM-dd, makeUnigue=true, listenersListValid=true, listeners=job}
Back

Figure 5.11. Job Deployment Details
List job executions

This page lists the batch job executions and provides option to restart specific job executions, provided
the batch job is restartable and stopped/failed.
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JoBs

Batch Jobs

This section lists all the available batch job executions and provides the control to restart the job execution (if restartable).

Modules Definitions Deployments Executions

Instance  Execution Step Executions
Id Id Job Start Time Count Status Actions

2014-05-29
-
secondDemoJob 2 5 11:33:58 1 FAILED n ﬂ

demoJob 1 4 f?:l;z':gsg'zg 1 COMPLETED n n
demoJob 1 3 fE1J:1342—356—29 1 FAILED n
demoJob 1 2 f?:l;z':gso'zg 1 FAILED n n
demoJob 1 1 ff;’gﬁ’zg 1 FAILED n n
wordCountlob 0 0 ff;—:%gzg 2 COMPLETED n n

Figure 5.12. List Job Executions

Furthermore, you have the option to view the Job execution details.
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Job execution details

&) spring so8s

Job Execution Details - Execution ID: 4

Id 4

Job Name HelloWorldlob

Job Instance 3

Job Parameters random=0.644669600095795,-throwError=true
Start Date 2014-05-15

Start Time 22:15:28 (America/New_York)
Duration 00:00:01

Status FAILED

Exit Code FAILED

Exit Message N/A

Step Execution Count 1

Figure 5.13. Job Execution Details

The same screen also contains a list of the executed steps:

amart Lime LL1% L0 |[AMETICA/INEW_TOTK)

Duration 00:00:26

Status COMPLETED

Exit Code COMPLETED

Exit Message N/A

Step Execution Count 2

Steps
Step Id  Step Name Reads Writes Commits Rollbacks Duration Status Details

4 import 0 0 1 0 481 ms COMPLETED n
5 wordcount 836 2988 1 0 24503 ms COMPLETED n

Back

Figure 5.14. Job Execution Details - Steps
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From there you can drill deeper into the Step Execution Details.
Step execution details

On the top of the page, you will see progress indicator the respective step, with the option to refresh the
indicator. Furthermore, a link is provided to view the step execution history.

&) spring so8s

Step Execution Details - Step Execution ID: 5

Step Execution Progress

Percentage Complete

Property Value

Step Execution Id 5

Job Execution Id 2

Step Name wordcount
Status COMPLETED
Commits 1

Duration 24503 ms
Filter Count o]

Process Skips 0

Reads 836

Figure 5.15. Step Execution Details

The Step Execution details screen provides a complete list of all Step Execution Context key/value pairs.
For example, the Spring for Apache Hadoop steps provides exhaustive detail information.
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Job Status::ID

job_1400191378494_0003

Job Status::Name

scopedTarget.wordcountiob

Job Status::State

SUCCEEDED

Job Status::Tracking URL

http://INTEGRATION.local:8088/proxy/application_1400191378494_0003/

Map-Reduce Framework::Combine input records 0
Map-Reduce Framework::Combine output records 0
Map-Reduce Framework::CPU time spent (ms) 0
Map-Reduce Framework::Failed Shuffles 0
Map-Reduce Framework::GC time elapsed (ms) 36
Map-Reduce Framework::Input split bytes 119
Map-Reduce Framework::Map input records 836
Map-Reduce Framework::Map output bytes 84813
Map-Reduce Framework::Map output materialized bytes 101605
Map-Reduce Framework::Map output records 8393
Map-Reduce Framework:Merged Map outputs 1
Map-Reduce Framework::Physical memory (bytes) snapshot 0
Map-Reduce Framework::Reduce input groups 2988

Figure 5.16. Step Execution Context

This includes a link back to the Job History Ul of the Hadoop Cluster.

» Application
- Job

Overview
Counters
Configuration

Map tasks
Reduce tasks

» Tools

MapReduce Job

Logged in as: dr.who

job_1400191378494_0002

Job Overview

Job Name: scopedTarget.wordcountJob
User Name: hillert
Queue: default
State: SUCCEEDED
Uberized: false
Started: Thu May 15 22:09:22 EDT 2014
Finished: Thu May 15 22:09:38 EDT 2014
Elapsed: 15sec
Diagnostics:
Average Map Time 5sec
Average Reduce Time Osec
Average Shuffle Time 4sec
Average Merge Time Osec
ApplicationMaster
Attempt Number Start Time Node Logs
Thu May 15 22:09:18 EDT 2014 10.0.1.4:8042 logs
Task Type Total Complete
Map 1 1
Reduce 1 1
Attempt Type Failed Killed Successful
Maps 0 0 1
Reduces 0 0 1

Figure 5.17. Job History Ul
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Important

In case of exceptions, the Exit Description field will contain additional error information. Please be
aware, though, that this field can only have a maximum of 2500 characters. Therefore, in case
of long exception stacktraces, trimming of error messages may occur. In that case, please refer
to the server log files for further details.

Step execution history

Step Execution Progress for Step 'wordcount'
Percentage Complete

Step Execution History
Name Count Min Max Mean Standard Deviation
Commit Count 3 1 1 1.00 0.00
Duration 3 24503 32735 27629.33 3640.49
Duration per Read 3 29 39 32.67 4.50
Filter Count 3 0 0 0.00 0.00
Process Skip Count 3 0 0 0.00 0.00
Read Count 3 0 0 0.00 0.00
Read Skip Count 3 0 0 0.00 0.00
Rollback Count 3 0 0 0.00 0.00
Write Count 3 2988 2988 2988.00 0.00
Write Skip Count 3 0 0 0.00 0.00

Back

Figure 5.18. Step Execution History

On this screen, you can view various metrics associated with the selected step such as duration, read
counts, write counts etc.
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6. Architecture

6.1 Introduction

Spring XD is a unified, distributed, and extensible service for data ingestion, real time analytics, batch
processing, and data export. The foundations of XD’s architecture are based on the over 100+ man
years of work that have gone into the Spring Batch, Integration and Data projects. Building upon these
projects, Spring XD provides servers and a configuration DSL that you can immediately use to start
processing data. You do not need to build an application yourself from a collection of jars to start using
Spring XD.

Spring XD has two modes of operation - single and multi-node. The first is a single process that is
responsible for all processing and administration. This mode helps you get started easily and simplifies
the development and testing of your application. The second is a distributed mode, where processing
tasks can be spread across a cluster of machines and an administrative server reacts to user commands
and runtime events managed within a shared runtime state to coordinate processing tasks executing
on the cluster.

Runtime Architecture

The key components in Spring XD are the XD Admin and XD Container Servers. Using a high-level
DSL, you post the description of the required processing tasks to the Admin server over HTTP. The
Admin server then maps the processing tasks into processing modules. A module is a unit of execution
and is implemented as a Spring ApplicationContext. A distributed runtime is provided that will assign
modules to execute across multiple XD Container servers. A single XD Container server can run multiple
modules. When using the single node runtime, all modules are run in a single XD Container and the
XD Admin server is run in the same process.

DIRT Runtime

A distributed runtime, called Distributed Integration Runtime, aka DIRT, will distribute the processing
tasks across multiple XD Container instances. The XD Admin server breaks up a processing task into
individual module definitions and assigns each module to a container instance using ZooKeeper (see
XD Distributed Runtime). Each container listens for module definitions to which it has been assigned
and deploys the module, creating a Spring ApplicationContext to run it.

Modules share data by passing messages using a configured messaging middleware (Rabbit, Redis,
or Local for single node). To reduce the number of hops across messaging middleware between them,
multiple modules may be composed into larger deployment units that act as a single module. To learn
more about that feature, refer to the Composing Modules section.
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HTTP POST
of

Data Processing DSL

XD Admin

\
f/ XD Container \ f/ XD Container

[ [
[ [

Module Module

N)

Q A

<

Figure 6.1. The XD Admin Server sending module definitions to each XD Container

How the processing task is broken down into modules is discussed in the section Container Server
Architecture.

Support for other distributed runtimes

In the 1.0 release, You can run Spring XD natively, in which case you are responsible for starting up
the XD Admin and XD Container instances. Alternately you can run Spring XD on Hadoop’s YARN, see
Running XD on YARN. Pivotal Cloud Foundry support is planned for a future release. If you are feeling
a adventurous, you can also take a look at our scripts for deploying Spring XD to EC2. These are used
as part of our system integration tests.

Single Node Runtime

A single node runtime is provided that runs the Admin and Container servers, ZooKeeper, and HSQLDB
in the same process. the single node runtime is primarily intended for testing and development purposes
but it may also appropriate to use in small production use-cases. The communication to the XD Admin
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server is over HTTP and the XD Admin server communicates to an in-process XD Container using an
embedded ZooKeeper server.

HTTP POST
of

Data Processing DSL

/ 4 XD Container
4

. ] [
XD Admin J >

Module

\_

\

\

Figure 6.2. Single Node Runtime

Admin Server Architecture

The Admin Server uses an embedded servlet container and exposes REST endpoints for creating,
deploying, undeploying, and destroying streams and jobs, querying runtime state, analytics, and the
like. The Admin Server is implemented using Spring’s MVC framework and the Spring HATEOAS library
to create REST representations that follow the HATEOAS principle. The Admin Server and Container
Servers monitor and update runtime state using ZooKeeper (see XD Distributed Runtime).

Container Server Architecture

The key components of data processing in Spring XD are
» Streams

» Jobs

e Taps

Streams define how event driven data is collected, processed, and stored or forwarded. For example,
a stream might collect syslog data, filter, and store it in HDFS.

Jobs define how coarse grained and time consuming batch processing steps are orchestrated, for
example a job could be be defined to coordinate performing HDFS operations and the subsequent
execution of multiple MapReduce processing tasks.

Taps are used to process data in a non-invasive way as data is being processed by a Stream or a Job.
Much like wiretaps used on telephones, a Tap on a Stream lets you consume data at any point along
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the Stream'’s processing pipeline. The behavior of the original stream is unaffected by the presence of
the Tap.

eb / Mobile Real-time

Analytics

Real-time

Streams —_ 'f
i
l

Batch files el lekenkad o S3 | HDFS
& ETL Stream Storage

Enterprise

Applications Databases

Figure 6.3. Taps, Jobs, and Streams
Streams
The programming model for processing event streams in Spring XD is based on the well known

Enterprise Integration Patterns as implemented by components in the Spring Integration project. The
programming model was designed so that it is easy to test components.

A Stream consist of the following types of modules: * An Input source * Processing steps * An Output sink

An Input source produces messages from an external source. XD supports a variety of sources, e.g.
syslog, tcp, http. The output from a module is a Spring Message containing a payload of data and a
collection of key-value headers. Messages flow through message channels from the source, through
optional processing steps, to the output sink. The output sink delivers the message to an external
resource. For example, it is common to write the message to a file system, such as HDFS, but you may
also configure the sink to forward the message over tcp, http, or another type of middleware, or route
the message to another stream.

A stream that consists of a input source and a output sink is shown below
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Message i:

Input | _)Output
Source | Sink

Figure 6.4. Foundational components of the Stream processing model

A stream that incorporates processing steps is shown below

Input | | = =i Processing | =
Source Step

@Processing_f—%- m@ Output

Step Sink

Figure 6.5. Stream processing with multiple steps

For simple linear processing streams, an analogy can be made with the UNIX pipes and filters model.
Filters represent any component that produces, processes or consumes events. This corresponds to the
modules (source, processing steps, and sink) in a stream. Pipes represent the way data is transported
between the Filters. This corresponds to the Message Channel that moves data through a stream.

A simple stream definition using UNIX pipes and filters syntax that takes data sent via a HTTP post and
writes it to a file (with no processing done in between) can be expressed as

http | file

The pipe symbol represents a message channel that passes data from the HTTP source to the File
sink. The message channel implementation can either be backed with a local in-memory transport,
Redis queues, or RabbitMQ. The message channel abstraction and the XD architecture are designed
to support a pluggable data transport. Future releases will support other transports such as JMS.

Note that the UNIX pipes and filter syntax is the basis for the DSL that Spring XD uses to describe simple
linear flows. Non-linear processing is partially supported using named channels which can be combined
with a router sink to effectively split a single stream into multiple streams (see Dynamic Router Sink).
Additional capabilities for non-linear processing are planned for future releases.

The programming model for processing steps in a stream originates from the Spring Integration project
and is included in the core Spring Framework as of version 4. The central concept is one of a Message
Handler class, which relies on simple coding conventions to Map incoming messages to processing
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methods. For example, using an http source you can process the body of an HTTP POST request using
the following class

public class SinpleProcessor {

public String process(String payl oad) {
return payl oad. t oUpper Case() ;
}

The payload of the incoming Message is passed as a string to the method pr ocess. The contents of
the payload is the body of the http request as we are using a http source. The non-void return value is
used as the payload of the Message passed to the next step. These programming conventions make
it very easy to test your Processor component in isolation. There are several processing components
provided in Spring XD that do not require you to write any code, such as a filter and transformer that
use the Spring Expression Language or Groovy. For example, adding a processing step, such as a
transformer, in a stream processing definition can be as simple as

http | transforner --expression=payl oad.toUpperCase() | file
For more information on processing modules, refer to the Processors section.
Stream Deployment

The Container Server listens for module deployment events initiated from the Admin Server via
ZooKeeper. When the container node handles a module deployment event, it connects the module’s
input and output channels to the data bus used to transport messages during stream processing. In a
single node configuration, the data bus uses in-memory direct channels. In a distributed configuration,
the data bus communications are backed by the configured transport middleware. Redis and Rabbit are
both provided with the Spring XD distribution, but other transports are envisioned for future releases.
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Figure 6.6. A Stream Deployed in a single node server
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XD Container XD Container
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Figure 6.7. A Stream Deployed in a distributed runtime

Inthe http | file example, the Admin assigns each module to a separate Container instance,
provided there are at least two Containers available. The fi | e module is deployed to one container
and the ht t p module to another. The definition of a module is stored in a Module Registry. A module
definition consists of a Spring XML configuration file, some classes used to validate and handle options
defined by the module, and dependent jars. The module definition contains variable placeholders,
corresponding to DSL parameters (called options) that allow you to customize the behavior of the
module. For example, setting the http listening port would be done by passing in the option - - port,
e.g.http --port=8090 | file,whichisinturnused to substitute a placeholder value in the module
definition.

The Module Registry is backed by the filesystem and corresponds to the directory <xd-i nstal | -
di r ect or y>/ nodul es. When a module deployment is handled by the Container, the module definition
is loaded from the registry and a new Spring ApplicationContext is created in the Container process to
run the module. Dependent classes are loaded via the Module Classloader which first looks at jars in
the modules /lib directory before delegating to the parent classloader.

Using the DIRT runtime, the http | file example would map onto the following runtime architecture
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Figure 6.8. Distributed HTTP to File Stream

Data produced by the HTTP module is sent over a Redis Queue and is consumed by the File module. If
there was a filter processing module in the stream definition, e.ghttp | filter | fil e thatwould
map onto the following DIRT runtime architecture.
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Figure 6.9. Distributed HTTP to Filter to File Stream

6.2 Jobs

The creation and execution of Batch jobs builds upon the functionality available in the Spring Batch and
Spring for Apache Hadoop projects. See the Batch Jobs section for more information.

6.3 Taps

Taps provide a non-invasive way to consume the data that is being processed by either a Stream or
a Job, much like a real time telephone wire tap lets you eavesdrop on telephone conversations. Taps
are recommended as way to collect metrics and perform analytics on a Stream of data. See the section
Taps for more information.
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7. Distributed Runtime

7.1 Introduction

This document describes what's happening "under the hood" of the Spring XD Distributed Runtime
(DIRT) and in particular, how the runtime architecture achieves high availability and failover in a
clustered production environment. See Running in Distributed Mode for more information on installing
and running Spring XD in distributed mode.

This discussion focuses on Spring XD’s core runtime components and the role of ZooKeeper in
managing the state of the Spring XD cluster and enabling automatic recovery from failures.

7.2 Configuring Spring XD for High Availabilty(HA)

A production Spring XD environment is typically distributed among multiple hosts in a clustered
environment. Spring XD scales horizontally when you add container instances. In the simplest case, all
containers are replicas, that is each instance is running on an identically configured host and modules
are deployed to any available container in a round-robin fashion. However, this simplifying assumption
does not address real production scenarios in which more control is requred in order to optimize resource
utilization. To this end, Spring XD supports a flexible algorithm which allows you to match module
deployments to specific container configurations. The container matching algorithm will be covered
in more detail later, but for now, let's assume the simple case. Running multiple containers not only
enables horizontal scalability, but enables failure recovery. If a container becomes unavailable due to
an unrecoverable connection loss, any modules currently deployed to that container will be deployed
automatically to the other available instances.

Spring XD requires that a single active Admin server handle interactions with the containers, such as
stream deployment requests, as these types of operations must be processed serially in the order
received. Without a backup, the Admin server becomes single point of failure. Therefore, two (or more for
the risk averse) Admin servers are recommended for a production environment. Note that every Admin
server can handle all requests via REST endpoints but only one instance, the "Leader", will actually
perform requests that update the runtime state. If the Leader goes down, another available Admin server
will assume the leader role. Leader Election is an example of a common feature for distributed systems
provided by the Curator Framework which sits on top of ZooKeeper.

An HA Spring XD installation also requires that external servers - ZooKeeper, messaging middleware,
and data stores needed for running Spring XD in distributed mode must be configured for HA as
well. Please consult the product documentation for specific recommendations regarding each of these
external components. Also see Message Bus Configuration for tips on configuring the MessageBus for
HA, error handling, etc.

7.3 ZooKeeper Overview

In the previous section, we claimed that if a container goes down, Spring XD will redeploy any modules
deployed on that instance to another available container. We also claimed that if the Admin Leader
goes down, another Admin server will assume that role. ZooKeeper is what makes this all possible.
ZooKeeper is a widely used Apache project designed primarily for distributed system management and
coordination. This section will cover some basic concepts necessary to understand its role in Spring
XD. See The ZooKeeper Wiki for a more complete overview.
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ZooKeeper is based on a simple hierarchical data structure, formally a tree, and conceptually and
semantically similar to a file directory structure. As such, data is stored in nodes. A node is referenced
via a path, for example, /xd/streams/mystream. Each node can store additional data, serialized as a
byte array. In Spring XD, all data is a java.util.Map serialized as JSON. The following figure shows the
Spring XD schema:

xd

admins

]
L ephemeral admin node

containers

]
]
LL ephemeral container node

"‘-\-\.
deployments
jobs N
modules Corresponding
unique container 1D
requested
allocated
LL . -
persistent container node
streams
jobs .o e
i Definitions (DSL)
streams «
taps
Internal to
ZooKeeper

A ZooKeeper node is either ephemeral or persistent. An ephemeral node exists only as long as the
session that created it remains active. A persistent node is, well, persistent. Ephemeral nodes are
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appropriate for registering Container instances. When an Spring XD container starts up it creates an
ephemeral node, /xd/containers/<container-id>, using an internally generated container id. When the
container’s session is closed due to a connection loss, for example, the container process terminates,
its node is removed. The ephemeral container node also holds metadata such as its hostname and
IP address, runtime metrics, and user defined container attributes. Persistent nodes maintain state
needed for normal operation and recovery. This includes data such as stream definitions, job definitions,
deployment manifests, module deployments, and deployment state for streams and jobs.

Obviously ZooKeeper is a critical piece of the Spring XD runtime and must itself be HA. ZooKeeper
itself supports a distributed architecture, called an ensemble. The details are beyond the scope of this
document but for the sake of this discussion it is worth mentioning that there should be at least three
ZooKeeper server instances running (an odd number is always recommended) on dedicated hosts. The
Container and Admin nodes are clients to the ZooKeeper ensemble and must connect to ZooKeeper at
startup. Spring XD components are configured with a zk.client.connect property which may designate a
single <host>:<port> or a comma separated list. The ZooKeeper client will attempt to connect to each
server in order until it succeeds. If it is unable to connect, it will keep trying. If a connection is lost, the
ZooKeeper client will attempt to reconnect to one of the servers. The ZooKeeper cluster guarantees
consistent replication of data across the ensemble. Specifically, ZooKeeper guarantees:

Sequential Consistency - Updates from a client will be applied in the order that they were sent.
» Atomicity - Updates either succeed or fail. No partial results.

» Single System Image - A client will see the same view of the service regardless of the server that
it connects to.

 Reliability - Once an update has been applied, it will persist from that time forward until a client
overwrites the update.

» Timeliness - The clients view of the system is guaranteed to be up-to-date within a certain time bound.

ZooKeeper maintains data primarily in memory backed by a disk cache. Updates are logged to disk for
recoverability, and writes are serialized to disk before they are applied to the in-memory database.

In addition to performing basic CRUD operations on nodes, A ZooKeeper client can register a callback
on a node to respond to any events or state changes to that node or any of its children. Such node
operations and callbacks are the mechanism that control the Spring XD runtime.
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7.4 The Admin Server Internals

Assuming more than one Admin instance is running, Each instance requests leadership at start up.

If there is already a designated leader, the instance will watch the xd/admin node to be natified if the
Leader goes away. The instance designated as the "Leader", using the Leader Selector recipe provided
by Curator, a ZooKeeper client library that implements some common patterns. Curator also provides

some Listener callback interfaces that the client can register on a node. The AdminServer creates the
top level nodes, depicted in the figure above:

Ixd/admins - children are ephemeral nodes for each available Admin instance and used for Leader
Selector

Ixd/containers - children are ephemeral nodes containing runtime attributes including
hostname,process id, ip address, and user defined attributes for each container instance.

Ixd/streams - children are persistent nodes containing the definition (DSL) for each stream.
/xd/jobs - children are persistent nodes containing the definition (DSL) for each job.
Ixd/taps - children are persistent nodes describing each deployed tap.

Ixd/deployments/streams - children are nodes containing stream deployment status (leaf nodes are
ephemeral).

/xd/deployments/jobs - children are nodes containing job deployment status (leaf nodes are
ephemeral).

Ixd/deployments/modules/requested - stores module deployment requests including deployment
criteria.
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» /xd/deployments/modules/allocated - stores information describing currently deployed modules.

The admin leader creates a DeploymentSupervisor which registers listeners on /xd/deployments/
modules/requested to handle module deployment requests related to stream and job deployments, and
xd/containers/ to be notified when containers are added and removed from the cluster. Note that any
Admin instance can handle user requests. For example, if you enter the following commands via XD
shell,

xd>stream create ticktock --definition "time | |og"

This command will invoke a REST service on its connected Admin instance to create a new node /xd/
streams/ticktock

xd>stream depl oy ticktock

Assuming the deployment is successful, This will result in the creation of several nodes used to manage
deployed resources, for example, /xd/deployments/streamsi/ticktock. The details are discussed in the

example below.

If the Admin instance connected to the shell is not the Leader, it will perform no further action.
The Leader’'s DeploymentSupervisor will attempt to deploy each module in the stream definition, in
accordance with the deployment manifest, to an available container, and update the runtime state.

StreamListener
fxd/deployments/sireams

Deployment LeaderListener JobListener

AdminServer Supervisor /xd/deployments/jobs

ContainerListener
Nxdfcontainers

Curator
Client

ZooKeeper
Ensemble

Example

Let's walk through the simple example above. If you don't have a Spring XD cluster set up, this
example can be easily executed running Spring XD in a single node configuration. The single node
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application includes an embedded ZooKeeper server by default and allocates a random unused port.
The embedded ZooKeeper connect string is reported in the console log for the single node application:

13:04: 27,016 | NFO main util.XdConfigLogginglnitializer - Transport: |ocal

13:04: 27,016 |INFO nmmin util.XdConfiglLogginglnitializer - Hadoop Di stro: hadoop22

13:04: 27,019 [INFO nmin util.XdConfiglLogginglnitializer - Hadoop version detected fromclasspath: 2.2.0
13: 04: 27,019 [INFO namin util.XdConfiglLogginglnitializer - Zookeeper at: |ocal host: 31316

For our purposes, we will use the ZooKeeper CLI tool to inspect the contents of ZooKeeper nodes
reflecting the current state of Spring XD. First, we need to know the port to connect the CLI tool to the
embedded server. For convenience, we will assign the ZooKeeper port (5555 in this example) when
starting the single node application. From the XD install directory:

$export JAVA OPTS="- Dzk. enbedded. server. port=5555"
$xd/ bi n/ xd- si ngl enode

In another terminal session, start the ZooKeeper CLI included with ZooKeeper to connect to the
embedded server and inspect the contents of the nodes (NOTE: tab completion works) :

‘ $zkd i.sh -server |ocal host: 5555

After some console output, you should see a prompt:

Wat chedEvent state: SyncConnect ed type: None pat h: nul |
[zk: 1 ocal host: 5555( CONNECTED) 0]

navigate using the Is command. This will reflect the schema shown in the figure above, the unique
container ID will be different for you.

[[zk: | ocal host:5555( CONNECTED) 0] I|s /xd

[ depl oynents, containers, admins, taps, streans, jobs]

[zk: 1 ocal host:5555( CONNECTED) 1] |s /xd/streans

[]
[zk: 1 ocal host: 5555( CONNECTED) 2] |s /xd/depl oynents

[jobs, streans, npdul es]

[zk: 1 ocal host: 5555( CONNECTED) 3] |s /xd/depl oynents/streans

(1
[zk: 1 ocal host: 5555( CONNECTED) 4] |s /xd/depl oynents/ nodul es

[requested, allocated]

[zk: 1 ocal host: 5555( CONNECTED) 5] |s /xd/depl oynents/nodul es/ al | ocat ed

[ 2ebbbc9b- 63ac- 4da4- aa32- e39d69eb546b]

[zk: 1 ocal host: 5555( CONNECTED) 6] |s /xd/depl oyment s/ nodul es/ 2ebbbc9b- 63ac- 4da4- aa32- e39d69eb546b
(1

[zk: 1 ocal host: 5555( CONNECTED) 7] |s /xd/containers

[ 2ebbbc9b- 63ac- 4da4- aa32- e39d69eb546b]

[zk: 1 ocal host: 5555( CONNECTED) 8]

The above reflects the initial state of Spring XD with a running admin and container instance. Nothing
is deployed yet and there are no existing stream or job definitions. Note that xd/deployments/modules/
allocated has a persistent child corresponding to the id of the container at xd/containers. If you are
running in a distributed configuration and connected to one of the ZooKeeper servers in the same
ensemble that Spring XD is connected to, you might see multiple nodes under /xd/containers, and xd/
admins. Because the external ensemble persists the state of the Spring XD cluster, you will also see
any deployments that existed when the Spring XD cluster was shut down.

Start the XD Shell in a new terminal session and create a stream:
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$ shel | / bi n/ xd- shel |

/| (-) VN

Vel

N Y | "\ _

IN_ LD

\_ L N
[l !
[ _I [—

eXtreme Data

1.2.0.RC1 | Admin Server Target: http://local host: 9393

Wl cone to the Spring XD shell. For assistance hit TAB or type "hel p".

xd: >stream create ticktock --definition "tine | |og"

Created new stream 'ticktock’

xd: >

Back to the ZK CLI session:

[zk: 1 ocal host: 5555( CONNECTED) 8] |s /xd/streans
[ticktock]

[zk: 1 ocal host: 5555( CONNECTED) 9] get /xd/streans/ticktock
{"definition":"tine | log"}

cZxid = 0x31

ctime = Mon Jul 14 10: 32: 33 EDT 2014

nmZxi d = 0x31

ntinme = Mon Jul 14 10:32:33 EDT 2014

pZxid = 0x31

cversion = 0

dataVersion = 0

acl Version = 0

ephener al Omer = 0x0

dataLength = 27

nunChildren = 0

[ zk: 1 ocal host: 5555( CONNECTED) 10]

using the get command on the new stream node, we can see the stream definition represented as
JSON, along with some standard ZooKeeper metadata.

Note

ephemeralOwner = 0x0, indicating this is not an ephemeral node. At this point, nothing else should
have changed from the initial state.

Now, Using the Spring XD shell, let's deploy the stream,

xd>stream depl oy ticktock
Depl oyed stream'ticktock'

and verify with ZooKeeper:

[zk: 1 ocal host: 5555( CONNECTED) 10] |s /xd/depl oynments/streans

[ticktock]

[zk: 1 ocal host: 2181( CONNECTED) 11] Is /xd/streans/depl oynents/ticktock

[ modul es, st at us]

[[zk: | ocal host:2181( CONNECTED) 12] get /xd/depl oynents/streans/ticktock/status
{

"state":"depl oyed"}

zk: | ocal host: 2181( CONNECTED) 13] |s /xd/ depl oyments/streans/ticktock/ modul es
[source. tine. 1. 2ebbbc9b- 63ac- 4da4- aa32- e39d69eb546b, sink.| og. 1. 2ebbbc9b- 63ac- 4da4- aa32- e39d69eb546b]

Note the deployment state shown for the stream’s status node is deployed, meaning the deployment
request was satisfied. Deployment states are discussed in more detail here.
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Spring XD decomposes stream deployment requests to individual module deployment requests.
Hence, we see that each module in the stream is associated with a container instance. The
container instance in this case is the same since there is only one instance in the single
node configuration. In a distributed configuration with more than one instance, the stream source
and sink will each be deployed to a separate container. The node name itself is of the form
<module_type>.<module_name>.<module_sequence_number>.<container_id>, where the sequence
number identifies a deployed instance of a module if multiple instances of that module are requested.

[zk: 1 ocal host:2181( CONNECTED) 14] |s /xd/depl oynent s/ nodul es/ al | ocat ed/ 2ebbbc9b- 63ac- 4da4- aa32-
e39d69eb546b/ ti ckt ock. source.tine. 1
[ met adat a, st at us]

The metadata and status nodes are ephemeral nodes which store details about the deployed module.
This information is provided to XD shell queries. For example:

xd: >runtinme nodul es
Modul e Cont ai ner |d Opt i ons
Depl oynent Properties

ticktock. sink.log.1 2ebbbc9b- 63ac- 4da4- aa32- e39d69eb546b {name=ti cktock, expression=payl oad,
I evel =I NFG {count=1, sequence=1}

ticktock.source.tinme.1l 2ebbbc9b-63ac-4da4-aal32-e39d69eb546b {fi xedDel ay=1, fornmat=yyyy- MV dd
HH: mm ss} {count =1, sequence=1}

7.5 Module Deployment

This section describes how the Spring XD runtime manages deployment internally. For more details on
how to deploy streams and jobs see Chapter 29, Deployment.

To process a stream deployment request, the StreamDeploymentListener invokes its ContainerMatcher
to select a container instance for each module and records the module’s deployment properties under
Ixd/deployments/modules/requested/. If a match is found, the StreamDeploymentListener creates a
node for the module under /xd/deployments/modules/allocated/<container_id>. The Container includes
a DeploymentListener that monitors the container node for new modules to deploy. If the deployment is
successful, the Container writes the ephemeral nodes status and metadata under the new module node.
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fxd/deployments/modules/allocated/<container_id>/

<stream_name>.<module_type>.<module_name>.<sequence> metadata

create
create module node get module node status

Admin ) ( Container
Curator Curator
Client Client

ZooKeeper
Ensemble

When a container departs, the ephemeral nodes are deleted so its modules are now undeployed. The

ContainerListener responds to the deleted nodes and attempts to redeploy any affected modules to
another instance.

Example: Automatic Redeployment

For this example we start two container instances and deploy and simple stream:

xd: >runtinme containers
Cont ai ner |d Host | P Addr ess PI D Groups Custom Attributes

0ddf 80b9- 1e80- 44b8- 8c12- ecc5c8c32el1l ultrafox.local 192.168.1.6 19222
6cac85f 8- 4c52- 4861- a225- cdad3675f 6¢9 ul trafox.local 192.168.1.6 19244

xd: >stream create ticktock --definition "time | |og"
Created new stream'ticktock'
xd: >stream depl oy ticktock
Depl oyed stream'ticktock’
xd: >runtime nodul es
Modul e Cont ai ner Id Options
Depl oynent Properties

ticktock. sink.log.1 0ddf 80b9- 1e80- 44b8- 8c12- ecc5c8c32ell {nane=ti cktock, expression=payl oad,
I evel =I NFG {count=1, sequence=1}

ticktock.source.tinme.1 6cac85f8-4c52-4861-a225-cdad3675f6c9 {fixedDel ay=1, format=yyyy-Mdd
HH: mm ss} {count=1, sequence=1}
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Now we will kill one of the container processes and observe that the affect module has been redeployed
to the remaining container:

xd: >runti nme containers
Cont ai ner |d Host | P Addr ess PI D Goups Custom Attributes

6cac85f 8- 4c52- 4861- a225- cdad3675f 6¢9 ultrafox.local 192.168.1.6 19244

xd: >runtime nodul es
Modul e Cont ai ner |d Opt i ons
Depl oynent Properties

ticktock. sink.log.1 6cac85f 8- 4c52- 4861- a225- cdad3675f 6¢9 {name=ti cktock, expression=payl oad,
I evel =I NFG {count=1, sequence=1}

ticktock.source.tine.1 6cac85f8-4c52-4861-a225-cdad3675f6c9 {fixedDel ay=1, fornmat=yyyy- M dd
HH: nm ss} {count =1, sequence=1}

Now if we Kill the remaining container, we see warnings in the xd-admin log:

14:36: 07,593 WARN Depl oynent Super vi sor Cacheli st ener-0 server. Departi ngCont ai ner Modul eRedepl oyer - No
containers available for redepl oynent of log for streamticktock

14: 36: 07,599 WARN Depl oynent Super vi sor Cacheli st ener-0 server. Departi ngCont ai ner Modul eRedepl oyer - No
containers available for redepl oynent of time for streamticktock
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8. Batch Jobs

8.1 Introduction

One of the features that XD offers is the ability to launch and monitor batch jobs based on Spring Batch.
The Spring Batch project was started in 2007 as a collaboration between SpringSource and Accenture
to provide a comprehensive framework to support the development of robust batch applications. Batch
jobs have their own set of best practices and domain concepts which have been incorporated into
Spring Batch building upon Accenture’s consulting business. Since then Spring Batch has been used
in thousands of enterprise applications and is the basis for the recent JSR standardization of batch
processing, JSR-352.

Spring XD builds upon Spring Batch to simplify creating batch workflow solutions that span traditional
use-cases such as moving data between flat files and relational databases as well as Hadoop use-
cases where analysis logic is broken up into several steps that run on a Hadoop cluster. Steps specific
to Hadoop in a workflow can be MapReduce jobs, executing Hive/Pig scripts or HDFS operations.

8.2 Workflow

The concept of a workflow translates to a Job, not to be confused with a MapReduce job. A Job is a
directed graph, each node of the graph is a processing Step. Steps can be executed sequentially or in
parallel, depending on the configuration. Jobs can be started, stopped, and restarted. Restarting jobs is
possible since the progress of executed steps in a Job is persisted in a database via a JobRepository.
The following figures shows the basic components of a workflow.

Job
Step

Launches L]
Job launcher = - .
Step Step

Step

Updates

Updates
Y

Job repository

A Job that has steps specific to Hadoop is shown below.
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A JobLauncher is responsible for starting a job and is often triggered via a scheduler. Other options to
launch a job are through Spring XD’s RESTful administration API, the XD web application, or in response
to an external event from and XD stream definition, e.g. file polling using the file source.

8.3 Features

Spring XD allows you to create and launch jobs. The launching of a job can be triggered using a cron
expression or in reaction to data on a stream. When jobs are executing, they are also a source of
event data that can be subscribed to by a stream. There are several type of events sent during a job’s
execution, the most common being the status of the job and the steps taken within the job. This bi-
direction communication between stream processing and batch processing allows for more complex
chains of processing to be developed.

As a starting point, jobs for the following cases are provided to use out of the box

» Poll a Directory and import CSV files to HDFS

Import CSV files to JDBC

HDFS to JDBC Export

JDBC to HDFS Import

HDFS to MongoDB Export
These are described in the section below.

The purpose of this section is to show you how to create, schedule and monitor a job.
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8.4 The Lifecycle of a Job in Spring XD

Before we dive deeper into the details of creating batch jobs with Spring XD, we need to understand
the typical lifecycle for batch jobs in the context of Spring XD:

1. Register a Job Module
2. Create a Job Definition
3. Deploy a Job

4. Launch a Job

5. Job Execution

6. Un-deploy a Job

7. Destroy a Job Definition
Register a Job Module

Register a Job Module with the Module Registry by putting XML and/or jar files into the $XD_HOVE/
nodul es/ j obs directory.

Create a Job Definition

Create a Job Definition from a Job Module by providing a definition name as well as properties that
apply to all Job Instances. At this point the job is not deployed, yet.

Deploy the Job

Deploy the Job Definition to one or more Spring XD containers. This will initialize the Job Definitions
on those containers. The jobs are now "live" and a job can be created by sending a message to a job
gueue that contains optional runtime Job Parameters.

Launch a Job

Launch a job by sending a message to the job queue with Job Parameters. A Job Instance is created,
representing a specific run of the job. A Job Instance is the Job Definition plus the runtime Job
Parameters. You can query for the Job Instances associated with a given job name.

Job Execution

The job is executed creating a Job Execution object that captures the success or failure of the job. You
can query for Job Executions associated with a given job name.

Un-deploy a Job

This removes the job from the Spring XD container(s) preventing the launching of any new Job
Instances. For reporting purposes, you will still be able to view historic Job Executions associated with
the the job.

Destroy a Job Definition

Destroying a Job Definition will not only un-deploy any still deployed Job Definitions but will also remove
the Job Definition itself.
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Creating Jobs - Additional Options
When creating jobs, the following options are available to all job definitions:

dateFormat
The optional date format for job parameters (default: yyyy- MM dd)

numberFormat
Defines the number format when parsing numeric  parameters  (default:
Nunber For mat . get | nst ance( Local e. US))

makeUnique
Shall job parameters be made unique? (default: t r ue)

Also, similar to the st r eam cr eat e command, the j ob cr eat e command has an optional - - depl oy
option to create the job definition and deploy it. - - depl oy option is false by default.

Below is an example of some of these options combined:

job create nyjob --definition "fooJob --makeUni que=fal se"

Remember that you can always find out about available options for a job by using the nodul e i nfo
command.

8.5 Deployment manifest support for job

When deploying batch job you can provide a deployment manifest. Deployment manifest properties for
jobs are the same as for streams, you can declare

» The number of job modules to deploy
» The criteria expression to use for matching the job to available containers

For example,

job create nyjob --definition "fooJob --makeUni que=fal se"

j ob depl oy nyjob --properties "nodul e. fooJob. count =3, nodul e. fooJob. criteria=groups. contains('hdfs-
cont ai ners-group' )"

The above deployment manifest would deploy 3 number of f cooJob modules into containers whose
group name matches "hdfs-containers-group".

When a batch job is launched/scheduled, the job module that picks up the job launching request
message executes the batch job. To support partitioning of the job across multiple containers, the job
definition needs to define how the job will be partitioned. The type of partitioning depends on the type
of the job, for example a job reading from JDBC would partition the data in a table by dividing up the
number of rows and a job reading files form a directory would partition on the number of files available.

The FTP to HDFS and FILE to JDBC jobs support for partitioning. To add partitioning support for your
own jobs you should import singlestep-partition-support.xml in your job definition. This provides the
infrastructure so that the job module that processes the launch request can communicate as the master
with the other job modules that have been deployed. You will also need to provide an implementation
of the Patrtitioner interface.
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For more information on the deployment manifest, please refer here

8.6 Launching a job

XD uses triggers as well as regular event flow to launch the batch jobs. So in this section we will cover
how to:

 Launch the Batch Job Ad-hoc
» Launch the Batch Job using a named Cron-Trigger

» Launch the Batch Job as sink.

Ad-hoc

To launch a job one time, use the launch option of the job command. So going back to our example
above, we've created a job module instance named helloSpringXD. Launching that Job Module Instance
would look like:

xd: > job launch hel | oSpri ngXD

In the logging output of the XDContainer you should see the following

16: 45: 40, 127 | NFO htt p- bi 0- 9393- exec-1 job. JobPl ugi n: 98 - Configuring nodule with the follow ng
properties: {nunberFormat=, dateFormat=, makeUni que=true, xd.job.nane=nyj ob}

16: 45: 40,185 | NFO htt p-bi 0- 9393- exec-1 nodul e. Si npl eMbdul e: 140 - initialized nodul e: Sinpl eMbdul e
[ name=j ob, type=job, group=nyjob, index=0 @a9ech9d]

16: 45: 40, 198 | NFO htt p- bi 0- 9393- exec-1 nodul e. Si npl eMbdul e: 161 - started nodul e: Si npl eMbdul e
[ name=j ob, type=job, group=nyjob, index=0 @a9ech9d]

16: 45: 40,199 | NFO htt p- bi 0- 9393- exec-1 nodul e. Mbdul eDepl oyer: 161 - depl oyed Si npl eMbdul e [ nanme=j ob,
type=j ob, group=nyjob, index=0 @a9ech9d]

Hell o Spring XD!

To re-launch the job just execute the launch command. For example:

xd: > job launch hel | oSpri ngXD

Launch the Batch using Cron-Trigger

To launch a batch job based on a cron scheduler is done by creating a stream using the trigger source.

xd: > streamcreate --nane cronStream--definition "trigger --cron="0/5 * * * * *' >
queue: j ob: myCronJob" --depl oy

A batch job can receive parameters from a source (in this case a trigger) or process. A trigger uses the
--payload expression to declare its payload.

xd: > streamcreate --nane cronStream --definition "trigger --cron='0/5 * * * * x' ..
payl oad={\ "paranml\ ":\"Kenny\"} > queue:job: nyCronJob" --depl oy

Note

The payload content must be in a JSON-based map representation.

To pause/stop future scheduled jobs from running for this stream, the stream must be undeployed for
example:
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xd: > stream undepl oy --nane cronStream

Launch the Batch using a Fixed-Delay-Trigger

A fixed-delay-trigger is used to launch a Job on a regular interval. Using the --fixedDelay parameter you
can set up the number of seconds between executions. In the example below we are running myXDJob
every 10 seconds and passing it a payload containing a single attribute.

xd: > streamcreate --nane fdStream--definition "trigger --payload={\"paraml\":\"fixedDel ayKenny\"} --
fi xedDel ay=5 > queue: j ob: nyXDJob" --depl oy

To pause/stop future scheduled jobs from running for this stream, you must undeploy the stream for
example:

xd: > stream undepl oy --nane fdStream

Launch job as a part of event flow

A batch job is always used as a sink, with that being said it can receive messages from sources (other
than triggers) and processors. In the case below we see that the user has created an http source (http
source receives http posts and passes the payload of the http message to the next module in the stream)
that will pass the http payload to the "myHttpJob".

stream create --name jobStream --definition "http > queue:job: nyHt t pJob" --depl oy

To test the stream you can execute a http post, like the following:

xd: > http post --target http://local host: 9000 --data "{\"paraml\":\"fi xedDel ayKenny\"}"

8.7 Retrieve job notifications

Spring XD offers the facilities to capture the notifications that are sent from the job as it is executing.
When a batch job is deployed, by default it registers the following listeners along with pub/sub channels
that these listeners send messages to.

» Job Execution Listener

e Chunk Listener

Item Listener

» Step Execution Listener

Skip Listener

Along with the pub/sub channels for each of these listeners, there will also be a pub/sub channel that
the aggregated events from all these listeners are published to.

In the following example, we setup a Batch Job called myHttpJob. Afterwards we create a stream that
will tap into the pub/sub channels that were implicitly generated when the myHttpJob job was deployed.

To receive aggregated events

The stream receives aggregated event messages from all the default batch job listeners and sends
those messages to the log.
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xd>j ob create --nane nyHttpJob --definition "httpJob" --deploy
xd>stream create --nane aggregat edEvents --definition "tap:job:nyHttpJob >l og" --depl oy
xd>j ob [ aunch nyHtt pJob

Note: The syntax for the tap that receives the aggregated events is: t ap: j ob: <j ob- nane>

In the logging output of the container you should see something like the following when the job completes
(with the aggregated events

09:55:53,532 WARN Si npl eAsyncTaskExecutor-1 | ogger. aggregat edEvents: 150 - JobExecution: id=2,
version=1, startTine=Sat Apr 12 09:55:53 PDT 2014, endTinme=null, |astUpdated=Sat Apr 12 09:55:53 PDT
2014, status=STARTED, exit Status=exitCode=UNKNOMN; exi t Descri pti on=, job=[Joblnstance: id=2, version=0,
Job=[ myHt t pJob] ], j obParaneters=[{random=0. 07002785662707867} ]
09: 55: 53,554 WARN Si npl eAsyncTaskExecut or-1 | ogger. aggr egat edEvent s: 150 - StepExecution: id=2,
ver si on=1, nane=stepl, status=STARTED, exit Status=EXECUTI NG, readCount=0, filterCount=0, writeCount=0
readSki pCount =0, writeSki pCount=0, processSkipCount=0, conmitCount=0, rollbackCount=0, exitDescription=
09: 55: 53,561 WARN Si npl eAsyncTaskExecutor-1 | ogger. aggregat edEvents: 150 - XdChunkCont ext | nf o
[ conpl et e=f al se, stepExecution=StepExecution: id=2, version=1, nane=stepl, status=STARTED,
exi t St at us=EXECUTI NG readCount =0, filterCount=0, witeCount=0 readSki pCount=0, writeSkipCount=0,
processSki pCount =0, conmit Count =0, rollbackCount=0, exitDescription=, attributes={}]
09: 55: 53,567 WARN Si npl eAsyncTaskExecut or-1 | ogger. aggr egat edEvents: 150 - XdChunkCont ext | nf o
[ conpl et e=f al se, stepExecution=StepExecution: id=2, version=2, nanme=stepl, status=STARTED,
exi t St at us=EXECUTI NG, readCount =0, filterCount=0, witeCount=0 readSki pCount=0, writeSkipCount=0,
processSki pCount =0, conmit Count =1, rollbackCount=0, exitDescription=, attributes={}]
09: 55: 53,573 WARN Si npl eAsyncTaskExecut or-1 | ogger. aggr egat edEvent s: 150 - St epExecution: id=2,
ver si on=2, nane=stepl, status=COVPLETED, exit Status=COVMPLETED, readCount=0, filterCount=0, writeCount=0
readSki pCount =0, writeSki pCount =0, processSki pCount=0, conmitCount=1, rollbackCount=0, exitDescription=
09:55:53,580 WARN Si npl eAsyncTaskExecutor-1 | ogger. aggregat edEvents: 150 - JobExecution:
id=2, version=1, startTine=Sat Apr 12 09:55:53 PDT 2014, endTi ne=Sat Apr 12
09: 55: 53 PDT 2014, | astUpdated=Sat Apr 12 09:55:53 PDT 2014, status=COVPLETED,
exi t St at us=exi t Code=COVPLETED; exi t Descri pti on=, job=[Joblnstance: id=2, version=0, Job=[nyHttpJob]],
j obPar anet er s=[ {random=0. 07002785662707867} ]

To receive job execution events

xd>j ob create --name nyHttpJob --definition "httpJob" --deploy
xd>stream create --nane jobExecuti onEvents --definition "tap:job:nyHttpJob.job >l og" --deploy
xd>j ob | aunch nyHtt pJob

Note: The syntax for the tap that receives the job execution events is: t ap: j ob: <j ob- nanme>. j ob

In the logging output of the container you should see something like the following when the job completes

10: 06: 41,579 WARN Si npl eAsyncTaskExecut or-1 | ogger.j obExecuti onEvents: 150 - JobExecution: id=3,
version=1, startTine=Sat Apr 12 10:06:41 PDT 2014, endTinme=null, |astUpdated=Sat Apr 12 10:06: 41 PDT
2014, status=STARTED, exit Status=exitCode=UNKNOMN; exi t Descri pti on=, job=[Joblnstance: id=3, version=0,
Job=[ myHt t pJob] ], j obParaneters=[{random=0. 3774227747555795}]

10: 06: 41,626 | NFO Si npl eAsyncTaskExecut or-1 support. Si npl eJobLauncher: 136 - Job: [Fl owJob:

[ name=nyHt t pJob]] conpleted with the follow ng paranmeters: [{random=0.3774227747555795}] and the
foll owi ng status: [COVWLETED|

10: 06: 41, 626 WARN Si npl eAsyncTaskExecut or-1 | ogger.j obExecuti onEvents: 150 -

JobExecution: id=3, version=1, startTime=Sat Apr 12 10: 06: 41 PDT 2014, endTi nme=Sat

Apr 12 10:06:41 PDT 2014, | astUpdated=Sat Apr 12 10:06:41 PDT 2014, status=COVPLETED,

exi t St at us=exi t Code=COVPLETED; exi t Descri pti on=, job=[Joblnstance: id=3, version=0, Job=[nyHttpJob]],
j obPar anet er s=[ { random=0. 3774227747555795} ]

To receive step execution events

xd>j ob create --nane nyHttpJob --definition "httpJob" --deploy
xd>stream create --nane stepExecutionEvents --definition "tap:job:nyHttpJob.step >l og" --deploy
xd>j ob | aunch nyHtt pJob

Note: The syntax for the tap that receives the step execution events is: t ap: j ob: <j ob- nanme>. st ep

In the logging output of the container you should see something like the following when the job completes
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10: 13: 16,072 WARN Si npl eAsyncTaskExecut or-1 | ogger. st epExecuti onEvents: 150 - St epExecution: id=6,

versi on=1, nane=stepl, status=STARTED, exit Status=EXECUTI NG readCount=0, filterCount=0, writeCount=0

readSki pCount =0, writeSki pCount =0, processSki pCount=0, conm tCount=0, rollbackCount=0, exitDescription=

10:13: 16,092 WARN Si npl eAsyncTaskExecut or-1 | ogger. st epExecuti onEvents: 150 - St epExecution: id=6,

versi on=2, name=stepl, status=COVWPLETED, exit Status=COMPLETED, readCount=0, filterCount=0, witeCount=0
readSki pCount =0, writeSki pCount =0, processSki pCount=0, conmitCount=1, rollbackCount=0, exitDescription=

To receive item, skip and chunk events

xd>j ob create --nane nyHttpJob --definition "httpJob" --deploy

xd>stream create --nane itenEvents --definition "tap:job:nyHttpJob.item >l og" --deploy
xd>stream create --nane ski pEvents --definition "tap:job:nyHttpJob.skip >l og" --deploy
xd>stream create --nane chunkEvents --definition "tap:job:nyHttpJob. chunk >l og" --depl oy

xd>j ob | aunch nyHtt pJob

Note: The syntax for the tap that receives the item events: t ap: j ob: <j ob- nanme>. i t emfor skip

events: t ap: j ob: <j ob- nane>. ski p and for chunk events: t ap: j ob: <j ob- nane>. chunk

To disable the default listeners

xd>j ob create --nanme nyHttpJob --definition "httpJob --1listeners=disable" --deploy

To select specific listeners

To select specific listeners, specify comma separated list in - - | i st ener s option. Following example

illustrates the selection of job and step execution listeners only:

xd>j ob create --name nyHttpJob --definition "httpJob --1isteners=job, step" --deploy

Note: List of options are: job, step, item, chunk and skip The aggregated channel is registered if at least

one of these default listeners are enabled.

For a complete example, please see the Batch Notifications Sample which is part of the Spring XD

Samples repository.
8.8 Removing Batch Jobs

Batch Jobs can be deleted by executing:

xd: > job destroy hell oSpringXD

Alternatively, one can just undeploy the job, keeping its definition for a future redeployment:

xd: > job undepl oy hell oSpringXD

8.9 Pre-Packaged Batch Jobs

Spring XD comes with several batch import and export modules. You can run them out of the box or

use them as a basis for building your own custom modules.

Note regarding HDFS Configuration

To use the hdfs based jobs below, XD needs to have append enabled for hdfs. Update the hdfs-site.xml

with the following settings:
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<property>
<nane>df s. support . append</ nane>
<val ue>true</val ue>

</ property>

Poll a Directory and Import CSV Files to HDFS (fi | epol | hdf s)

This module is designed to be driven by a stream polling a directory. It imports data from CSV files and
requires that you supply a list of named columns for the data using the names parameter. For example:

xd: > job create nyjob --definition "filepollhdfs --nanes=forenane, surnane, address" --depl oy

You would then use a stream with a file source to scan a directory for files and drive the job. A separate
job will be started for each file found:

xd: > streamcreate csvStream--definition "file --ref=true --dir=/nycsvdir --pattern=*.csv >
queue: j ob: nyj ob" - -depl oy

The filepollhdfs job has the following options:

commitinterval
the commit interval to be used for the step (int, default: 1000)

deleteFiles
whether to delete files after successful import (boolean, default: f al se)

directory
the directory to write the file(s) to in HDFS (String, default: / xd/ <j ob nane>)

fileExtension
the file extension to use (String, default: csv)

fileName
the filename to use in HDFS (String, default: <j ob nane>)

fsUri
the URI to use to access the Hadoop FileSystem (String, default: ${ spri ng. hadoop. fsUri })

names
the field names in the CSV file (String, no default)

restartable
whether the job should be restartable or not in case of failure (boolean, default: f al se)

rollover
the number of bytes to write before creating a new file in HDFS (int, default: 21000000)

Import CSV Files to JDBC (fi | ej dbc)

A module which loads CSV files into a JDBC table using a single batch job. By default it uses the internal
HSQL DB which is used by Spring Batch. Refer to how module options are resolved for further details
on how to change defaults (one can of course always use - - f oo=bar notation in the job definition to
achieve the same effect).

The filejdbc job has the following options:
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abandonWhenPercentageFull
connections that have timed out wont get closed and reported up unless the number of connections
in use are above the percentage (int, default: 0)

alternateUsernameAllowed
uses an alternate user name if connection fails (boolean, default: f al se)

commitinterval
the commit interval to be used for the step (int, default: 1000)

connectionProperties
connection properties that will be sent to our JDBC driver when establishing new connections
(String, no default)

deleteFiles
whether to delete files after successful import (boolean, default: f al se)

delimiter
the delimiter for the delimited file (String, default: ,)

driverClassName
the JDBC driver to use (String, no default)

fairQueue
set to true if you wish that calls to getConnection should be treated fairly in a true FIFO fashion
(boolean, default: t r ue)

fsUri
the URI to use to access the Hadoop FileSystem (String, default: ${ spri ng. hadoop. fsUri })

initSQL
custom query to be run when a connection is first created (String, no default)

initialSize
initial number of connections that are created when the pool is started (int, default: 0)

initializeDatabase
whether the database initialization script should be run (boolean, default: f al se)

initializerScript
the name of the SQL script (in /config) to run if 'initializeDatabase' is set (String, default:
init_batch_inmport.sqgl)

jdbcinterceptors
semicolon separated list of classnames extending org.apache.tomcat.jdbc.pool.JdbcInterceptor
(String, no default)

jmxEnabled
register the pool with IMX or not (boolean, default: t r ue)

logAbandoned
flag to log stack traces for application code which abandoned a Connection (boolean, default:
fal se)
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maxActive
maximum number of active connections that can be allocated from this pool at the same time (int,
default: 100)

maxAge
time in milliseconds to keep this connection (int, default: 0)

maxldle
maximum number of connections that should be kept in the pool at all times (int, default: 100)

maxWait
maximum number of milliseconds that the pool will wait for a connection (int, default; 30000)

minEvictableldleTimeMillis
minimum amount of time an object may sit idle in the pool before it is eligible for eviction (int, default:
60000)

minldle
minimum number of established connections that should be kept in the pool at all times (int, default:
10)

names
the field names in the CSV file (String, no default)

partitionResultsTimeout
time (ms) that the partition handler will wait for results (long, default: 3600000)

password
the JDBC password (Password, no default)

removeAbandoned
flag to remove abandoned connections if they exceed the removeAbandonedTimout (boolean,
default: f al se)

removeAbandonedTimeout
timeout in seconds before an abandoned connection can be removed (int, default: 60)

resources
the list of paths to import (Spring resources) (String, no default)

restartable
whether the job should be restartable or not in case of failure (boolean, default: f al se)

suspectTimeout
this simply logs the warning after timeout, connection remains (int, default: 0)

tableName
the database table to which the data will be written (String, default: <j ob nane>)

testOnBorrow
indication of whether objects will be validated before being borrowed from the pool (boolean,
default: f al se)

testOnReturn
indication of whether objects will be validated before being returned to the pool (boolean, default:
fal se)
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testWhileldle
indication of whether objects will be validated by the idle object evictor (boolean, default: f al se)

timeBetweenEvictionRunsMillis
number of milliseconds to sleep between runs of the idle connection validation/cleaner thread (int,
default: 5000)

url
the JDBC URL for the database (String, no default)

useEquals
true if you wish the ProxyConnection class to use String.equals (boolean, default: t r ue)

username
the JDBC username (String, no default)

validationinterval
avoid excess validation, only run validation at most at this frequency - time in milliseconds (long,
default: 30000)

validationQuery
sgl query that will be used to validate connections from this pool (String, no default)

validatorClassName
name of a class which implements the org.apache.tomcat.jdbc.pool.Validator (String, no default)

The job should be defined with the r esour ces parameter defining the files which should be loaded.
It also requires a names parameter (for the CSV field names) and these should match the database
column names into which the data should be stored. You can either pre-create the database table or
the module will create it for you if you use - -i ni ti al i zeDat abase=t r ue when the job is created.
The table initialization is configured in a similar way to the JDBC sink and uses the same parameters.
The default table name is the job name and can be customized by setting the t abl eNanme parameter.
As an example, if you run the command

xd:> job create nyjob --definition "filejdbc --resources=file:///nycsvdir/*.csv --
nanmes=f or enane, sur nane, addr ess --tabl eNanme=peopl e --initializeDatabase=true" --deploy

it will create the table "people" in the database with three varchar columns called "forename”, "surname"
and "address". When you launch the job it will load the files matching the resources pattern and write
the data to this table. As with the fi | epol | hdf s job, this module also supports the del et eFi | es
parameter which will remove the files defined by the r esour ces parameter on successful completion
of the job.

Launch the job using:

xd: > job | aunch nyjob

Tip

The connection pool settings for xd are located in servers.yml (i.e. spri ng. dat asour ce. * )

HDFS to JDBC Export (hdf sj dbc)

This module functions very similarly to the f i | ej dbc one except that the resources you specify should
actually be in HDFS, rather than the OS filesystem.

1.2.0.RC1 Spring XD 96



Spring XD Guide

xd: > job create nyjob --definition "hdfsjdbc --resources=/xd/datal/*.csv --nanmes=forenane, surnane, addr ess
--tabl eName=peopl e --initializeDatabase=true" --deploy

Launch the job using:

xd: > job launch nyjob

The hdfsjdbc job has the following options:

abandonWhenPercentageFull
connections that have timed out wont get closed and reported up unless the number of connections
in use are above the percentage (int, default: 0)

alternateUsernameAllowed
uses an alternate user name if connection fails (boolean, default: f al se)

commitinterval
the commit interval to be used for the step (int, default: 1000)

connectionProperties
connection properties that will be sent to our JDBC driver when establishing new connections
(String, no default)

delimiter
the delimiter for the delimited file (String, default: , )

driverClassName
the JDBC driver to use (String, no default)

fairQueue
set to true if you wish that calls to getConnection should be treated fairly in a true FIFO fashion
(boolean, default: t r ue)

fsUri
the URI to use to access the Hadoop FileSystem (String, default: ${ spri ng. hadoop. fsUri })

initSQL
custom query to be run when a connection is first created (String, no default)

initialSize
initial number of connections that are created when the pool is started (int, default: 0)

initializeDatabase
whether the database initialization script should be run (boolean, default: f al se)

initializerScript
the name of the SQL script (in /config) to run if 'initializeDatabase' is set (String, default:
init_batch_inmport.sql)

jdbcinterceptors
semicolon separated list of classnames extending org.apache.tomcat.jdbc.pool.Jdbcinterceptor
(String, no default)

jmxEnabled
register the pool with IMX or not (boolean, default: t r ue)
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logAbandoned
flag to log stack traces for application code which abandoned a Connection (boolean, default:
fal se)

maxActive
maximum number of active connections that can be allocated from this pool at the same time (int,
default: 100)

maxAge
time in milliseconds to keep this connection (int, default: 0)

maxldle
maximum number of connections that should be kept in the pool at all times (int, default: 100)

maxWait
maximum number of milliseconds that the pool will wait for a connection (int, default: 30000)

minEvictableldleTimeMillis
minimum amount of time an object may sitidle in the pool before it is eligible for eviction (int, default:
60000)

minlidle
minimum number of established connections that should be kept in the pool at all times (int, default:
10)

names
the field names in the CSV file (String, no default)

password
the JDBC password (Password, no default)

removeAbandoned
flag to remove abandoned connections if they exceed the removeAbandonedTimout (boolean,
default: f al se)

removeAbandonedTimeout
timeout in seconds before an abandoned connection can be removed (int, default: 60)

resources
the list of paths to import (Spring resources) (String, no default)

restartable
whether the job should be restartable or not in case of failure (boolean, default: f al se)

suspectTimeout
this simply logs the warning after timeout, connection remains (int, default: 0)

tableName
the database table to which the data will be written (String, default: <j ob name>)

testOnBorrow
indication of whether objects will be validated before being borrowed from the pool (boolean,
default: f al se)
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testOnReturn
indication of whether objects will be validated before being returned to the pool (boolean, default:
fal se)

testWhileldle
indication of whether objects will be validated by the idle object evictor (boolean, default: f al se)

timeBetweenEvictionRunsMillis
number of milliseconds to sleep between runs of the idle connection validation/cleaner thread (int,
default: 5000)

url
the JDBC URL for the database (String, no default)

useEquals
true if you wish the ProxyConnection class to use String.equals (boolean, default: t r ue)

username
the JDBC username (String, no default)

validationinterval
avoid excess validation, only run validation at most at this frequency - time in milliseconds (long,
default: 30000)

validationQuery
sqgl query that will be used to validate connections from this pool (String, no default)

validatorClassName
name of a class which implements the org.apache.tomcat.jdbc.pool.Validator (String, no default)

Tip

The connection pool settings for xd are located in servers.yml (i.e. spri ng. dat asource. * )

JDBC to HDFS Import (j dbchdf s)

Performs the reverse of the previous module. The database configuration is the same as forfi | ej dbc
but without the initialization options since you need to already have the data to import into HDFS. When
creating the job, you must either supply the select statement by setting the sql parameter, or you can
supply both t abl eNanme and col utms options (which will be used to build the SQL statement).

To import data from the database table sonme_t abl e, you could use

xd: > job create nyjob --definition "jdbchdfs --sql =" select col1,col 2, col3 fromsone_table' " --depl oy

You can customize how the data is written to HDFS by supplying the options di r ect ory (defaults
to/ xd/ (job nane)), fil eNane (defaults to job name), rol | over (in bytes, default 2000000) and
fil eExt ensi on (defaults to csv).

Launch the job using:

xd: > job | aunch nyjob

If you want to partition your job across multiple XD containers you can provide the partiti onCol umm
andpartiti ons option. When the job is launched the partitioner will query the database for the range of
values and evenly divide the load between the partitions. This assumes that there is an even distribution
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of column values in the table. When using the partitioning support you must also use the t abl eNane
and col umms options instead of the sql option. This is so the partitioner can construct the queries with
the appropriate where clauses for the different partitions.

An example of a partitioned job could look like this:

xd: > job create partitionedJob --definition "jdbchdfs --colums="id,col 1, col2' --tableNane=sone_table --
partitionColum=id --partitions=4" --deploy

Note

When using the partitioning support you can not use the sqgl option. Use t abl eNane and
col umms instead.

You can perform incremental imports using this job by defining a column to check against. Currently the
column must be numeric (similar to how the partitionColumn works). An example of launching a job that
performs incremental imports would look like the following:

xd: > job create increnental I nportJob --definition "jdbchdfs --colums="id,col1,col?2" --
t abl eNane=sone_t abl e --checkCol utm=sequence --restartabl e=true" --deploy

If you want to specify the value for the checkCol um, you can pass the override value in as a
JobPar arret er named over ri deCheckCol umVal ue as shown below:

xd: > job launch increnental | nportJob --parans {"overrideCheckCol umVal ue" : 2}

There are two things to keep in mind when using incremental imports with this job:

* When using incremental imports, the sql option is not available. Use t abl eName and col uims
instead.

» If an import fails, it must be rerun to completion before running the next import. Without this,
inconsistent data may result. Since HDFS is a non-transactional store, failed records may not be rolled
back. An administrator may need to check HDFS for completeness and the last imported value.

The jdbchdfs job has the following options:

abandonWhenPercentageFull
connections that have timed out wont get closed and reported up unless the number of connections
in use are above the percentage (int, default: 0)

alternateUsernameAllowed
uses an alternate user name if connection fails (boolean, default: f al se)

checkColumn
the column to be examined when determining which rows to import (String, default: ™)

columns
the column names to read from the supplied table (String, default: ™)

commitinterval
the commit interval to be used for the step (int, default: 1000)

connectionProperties
connection properties that will be sent to our JDBC driver when establishing new connections
(String, no default)
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delimiter
the delimiter for the delimited file (String, default: , )

directory
the directory to write the file(s) to in HDFS (String, default: / xd/ <j ob nane>)

driverClassName
the JDBC driver to use (String, no default)

fairQueue
set to true if you wish that calls to getConnection should be treated fairly in a true FIFO fashion
(boolean, default: t r ue)

fileExtension
the file extension to use (String, default: csv)

fileName
the filename to use in HDFS (String, default: <j ob nane>)

fsUri
the URI to use to access the Hadoop FileSystem (String, default: ${ spri ng. hadoop. fsUri })

initSQL
custom query to be run when a connection is first created (String, no default)

initialSize
initial number of connections that are created when the pool is started (int, default: 0)

jdbcinterceptors
semicolon separated list of classnames extending org.apache.tomcat.jdbc.pool.JdbcInterceptor
(String, no default)

jmxEnabled
register the pool with IMX or not (boolean, default: t r ue)

logAbandoned
flag to log stack traces for application code which abandoned a Connection (boolean, default:
fal se)

maxActive
maximum number of active connections that can be allocated from this pool at the same time (int,
default: 100)

maxAge
time in milliseconds to keep this connection (int, default: 0)

maxldle
maximum number of connections that should be kept in the pool at all times (int, default: 100)

maxWait
maximum number of milliseconds that the pool will wait for a connection (int, default: 30000)

minEvictableldleTimeMillis
minimum amount of time an object may sit idle in the pool before it is eligible for eviction (int, default:
60000)
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minldle
minimum number of established connections that should be kept in the pool at all times (int, default:
10)

partitionColumn
the column to use for partitioning, should be numeric and uniformly distributed (String, default: ™)

partitionResultsTimeout
time (ms) that the partition handler will wait for results (long, default: 3600000)

partitions
the number of partitions (int, default: 1)

password
the JDBC password (Password, no default)

removeAbandoned
flag to remove abandoned connections if they exceed the removeAbandonedTimout (boolean,
default: f al se)

removeAbandonedTimeout
timeout in seconds before an abandoned connection can be removed (int, default: 60)

restartable
whether the job should be restartable or not in case of failure (boolean, default: f al se)

rollover
the number of bytes to write before creating a new file in HDFS (int, default: 2000000)

sql
the SQL to use to extract data (String, default: ™)

suspectTimeout
this simply logs the warning after timeout, connection remains (int, default: 0)

tableName
the table to read data from (String, default: ™)

testOnBorrow
indication of whether objects will be validated before being borrowed from the pool (boolean,
default: f al se)

testOnReturn
indication of whether objects will be validated before being returned to the pool (boolean, default:
fal se)

testWhileldle
indication of whether objects will be validated by the idle object evictor (boolean, default: f al se)

timeBetweenEvictionRunsMillis
number of milliseconds to sleep between runs of the idle connection validation/cleaner thread (int,
default: 5000)

url
the JDBC URL for the database (String, no default)
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useEquals
true if you wish the ProxyConnection class to use String.equals (boolean, default: t r ue)

username
the JDBC username (String, no default)

validationinterval
avoid excess validation, only run validation at most at this frequency - time in milliseconds (long,
default: 30000)

validationQuery
sql query that will be used to validate connections from this pool (String, no default)

validatorClassName
name of a class which implements the org.apache.tomcat.jdbc.pool.Validator (String, no default)

Tip

The connection pool settings for xd are located in servers.yml (i.e. spri ng. dat asource. * )

HDFS to MongoDB Export (hdf snongodb)

Exports CSV data from HDFS and stores it in a MongoDB collection which defaults to the job name.
This can be overridden with the col | ect i onNane parameter. Once again, the field names should be
defined by supplying the names parameter. The data is converted internally to a Spring XD Tupl e and
the collection items will have an i d matching the tuple’s UUID. You can override this by setting the
i dFi el d parameter to one of the field names if desired.

An example:

xd: > job create nyjob --definition "hdfsnongodb --resources=/data/*.log --
nanmes=enpl oyeel d, f or enane, sur nane, address --i dFi el d=enpl oyeel d --col | ecti onNanme=peopl e" --depl oy

The hdfsmongodb job has the following options:

authenticationDatabaseName
the MongoDB authentication database used for connecting (String, default: ™)

collectionName
the MongoDB collection to store (String, default: <j ob nane>)

commitinterval
the commit interval to be used for the step (int, default: 1000)

databaseName
the MongoDB database name (String, default: xd)

delimiter
the delimiter for the delimited file (String, default: , )

fsUri
the URI to use to access the Hadoop FileSystem (String, default: ${ spri ng. hadoop. fsUri })

host
the MongoDB host to connect to (String, default: | ocal host)
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idField
the name of the field to use as the identity in MongoDB (String, no default)

names
the field names in the CSV file (String, no default)

password
the MongoDB password used for connecting (String, default: ™)

port
the MongoDB port to connect to (int, default: 27017)

resources
the list of paths to import (Spring resources) (String, no default)

restartable
whether the job should be restartable or not in case of failure (boolean, default: f al se)

username
the MongoDB username used for connecting (String, default: ™)

writeConcern
the default MongoDB write concern to use (WriteConcern, default: SAFE, possible values:
NONE, NORVAL, SAFE, FSYNC_SAFE, REPLI CAS_SAFE, JOURNAL _SAFE, MVAJORI TY)

FTP to HDFS Export (f t phdf s)

Copies files from FTP directory into HDFS. Job is partitioned in a way that each separate file copy is
executed on its own partitioned step.

An example which copies files:

job create --name ftphdfsjob --definition "ftphdfs --host=ftp.exanple.com--port=21" --deploy
job launch --nane ftphdfsjob --parans {"renpteDirectory":"/pub/files","hdfsDirectory":"/ftp"}

Full path is preserved so that above command would result files in HDFS shown below:

/ftp/pub/files
/ftp/pub/files/filel.txt
/ftp/pub/files/file2.txt

The ftphdfs job has the following options:

fsUri
the URI to use to access the Hadoop FileSystem (String, default: ${ spri ng. hadoop. fsUri })

host
the host name for the FTP server (String, default: | ocal host)

partitionResultsTimeout
time (ms) that the partition handler will wait for results (long, default: 3600000)

password
the password for the FTP connection (Password, no default)
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port
the port for the FTP server (int, default: 21)

restartable
whether the job should be restartable or not in case of failure (boolean, default: f al se)

username
the username for the FTP connection (String, no default)

Running Spark Application as a batch job (spar kapp)

A Spark Application can be deployed and launched from Spring XD as a batch job. SparkTasklet submits
the Spark application into Spark cluster manager using org.apache.spark.deploy.SparkSubmit.
Through this approach, you can also launch a Spark application with specific criteria via Spring XD
stream (for instance: A real time scoring algorithm through MLIib spark job can be triggered based on the
streaming data events). To get started, please refer to Spark examples here: https://spark.apache.org/

examples.html.

Note

The current Spark release that is supported is Spark 1.2.1

Lets run some Spark examples as Spring XD batch jobs:

xd: >j ob create SparkPi Exanple --definition "sparkapp --appJar=<the |ocation of spark-exanples-1.2.1 jar>
--name=MyApp --master=<spark master url or |ocal > --mainCl ass=or g. apache. spar k. exanpl es. SparkPi " - -

depl oy

xd: >j ob | aunch Spar kPi Exanpl e

xd: >j ob create JavaWordCount Exanpl e --definition "sparkapp --appJar=<the | ocation
of spark-exanples-1.2.1 jar> --name=MyApp --naster=<spark master url or |ocal > --
mai nCl ass=or g. apache. spar k. exanpl es. JavaWr dCount --programArgs=<| ocation of the file to count the
wor ds>" - -depl oy
xd>j ob | aunch JavaWwr dCount Exanpl e

Once the job is launched, go to Spring XD admin-ui to verify the job results. Jobs # Executions # Select
the job to verify that execution context holds the log for Spark application results. If you launch the
Spark application through Spark Master, then the results and application status can be verified from
SparkUl as well.

The sparkapp job has the following options:

appJar
path to a bundled jar that includes your application and its dependencies - excluding spark (String,
no default)

conf
comma seperated list of key value pairs as config properties (String, default: ™)

files
comma separated list of files to be placed in the working directory of each executor (String, default:

)

mainClass
the main class for Spark application (String, no default)
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master
the master URL for Spark (String, default: | ocal )

name
the name of the Spark application (String, default: ™)

programArgs
program arguments for the application main class (String, default: ™)

Running Sqoop as a batch job (sqoop)

A Sqoop job can be deployed and launched from Spring XD as a batch job. The
Sqgoop job uses a SqgoopTaskl et and a SqoopRunner that submits a Sqoop job using
org.apache.sqoop.Sqoop.runTool. The Spring XD Sqoop batch job aims to support most of the Sqoop
functionality, but at this point we have only tested a subset:

* import
e export
» codegen
* merge

* job

list-tables

Note

The current release supports Sqoop 1.4.5

The intention is to eventually support all features of the Sqoop tool. See Sgoop User Guide for full
documentation of the Sqoop features.

We can test the Sqoop job by just listing the tables in the database:

xd: >j ob create sqoopLi stTables --definition "sqoop --command=list-tables" --deploy
xd: >j ob | aunch --name sqooplLi st Tabl es

The definition contains the name of the provided job as sqoop and the - - command option names the
Sgoop command we want to run, which in this case is "list-tables".

Once the job is launched, go to Spring XD admin-ui to verify the job results. Jobs # Executions # Select
the job to verify that step execution context holds the log for Sqoop Tool execution results. You should
see some tables listed there. Since we didn’t provide any connection arguments Spring XD will by default
use the batch respoitory database for the Sqoop Tool execution. We could provide options specifying a

different database using the - - ur | , - - user nanme and - - passwor d options for the job:
xd: >j ob create sqoopLi st Tabl es2 --definition "sqoop --command=list-tables --url=jdbc:nysql://
| ocal host: 3306/t est --username=nyuser --password=nmypasswd" --depl oy

xd: >j ob | aunch --nane sqoopLi st Tabl es2

Here we connect to a local MySQL database. It's important to note that you need to provide the MySQL
JDBC driver jar in the Spring XD lib directory for this to work.
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There also is an option to specify connection arguments using the - - ar gs option. This allows you to
use the same arguments that you are used to provide on the command line when running the Sqoop
Tool directly. To connect to the same MySQL database as above using - - ar gs we would use:

xd: >j ob create sqoopLi st Tabl es3 --definition "sqoop --command=list-tables --args='--
connect =j dbc: nysql : / /1 ocal host: 3306/t est --usernanme=myuser --password=nmypasswd'" --depl oy
xd: >j ob | aunch --nane sqoopLi st Tabl es3

When importing data, you simply use "import" as the command to run. Here is an example:

xd: >j ob create sqooplnportl --definition "sqoop --command=i nport --args='--tabl e=MYTABLE --
url =j dbc: nmysql : / /1 ocal host: 3306/t est --usernanme=nmyuser --password=nypasswd" --depl oy
xd: >j ob | aunch --name sqoopl nport1

In this example we provided the connection arguments using the - ar gs option. We could also have
used - -url, - -user nanme and - - passwor d options like we did above for the "list-tables" example.
The "import" command will use the spri ng. hadoop. f sUri that is specified when Spring XD starts
up. You can override this by providing the - - f sUri option when defining the job. The same is true
for spring. hadoop. r esour ceManager Host and spri ng. hadoop. r esour ceManager Port .
You can override the Spring XD configured values with --resourceManager Host and --
r esour ceManager Port options.

For exports we use the "export" command. Here is an example:

xd: >j ob create sqoopExportl --definition "sqoop --comand=export --args='--tabl e=NEWIABLE - -export-dir=/
user/ xduser/ MYTABLE " - -depl oy
xd: >j ob | aunch --name sqoopExport1

Here we rely on the connection options to default to the same database used for the batch repository.
Note that Sqoop requires that the table to export data into must already exist.

Note

If your Sqoop args are more complex, as is the case when you provide a query expression or
a where clause, then you will need to use escaping for double quotes used within the - - ar gs
option. A quick example of using a where clause:

job create sqoopConpl exArgsl --definition "sqoop --comand=i nport --args='--table MYFILES --where \"ID <
390000\ " --target-dir /user/xduser/TEST --split-by ID"

(For this example we have omitted the equal sign for the individual Sqoop arguments within the - - ar gs
option. Either style works fine.)

Note

If your Sqoop args use escape sequences (common when working with Hive data) then you should
provide double back-slash characters when working with the XD Shell (this effectively escapes
the escape character and only one back-slash will be passed on). Here is a brief example:

job create sqoopHi veArgsl --definition "sqoop --conmand=i nport --args='--table MYFILES --target-dir /
user/ xduser/ TEST --split-by ID --null-string \\\\N --fields-term nated-by \\0001""

For more detailed coverage of using quotes and escaping please see Single quotes, Double gquotes,
Escaping.
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Note

Advanced Hadoop configuration options can be provided in one of several configuration files. The
hadoop- si te. xn file is only used by the Sqoop job while the other configuration files are used
by all Hadoop related jobs and streams:

e $XD HOVE/ confi g/ hadoop. properti es —just add the property you would like to set:

df s.client.socket-timeout=20000

» $XD_HOVE/ confi g/ hadoop- si t e. xmM —add a property entry:

<property>

<nanme>dfs. client.socket-tineout</nane>
<val ue>20000</ val ue>
</ property>

* $XD_HOVE/ confi g/ servers. ym —add a spring.hadoop.config entry:

spring:
hadoop:
config:
df s. client.socket-tinmeout: 20000

Using Sqoop’s metastore

It is possible to use Sgoop’s metastore with some restrictions.

Warning

Sqgoop ships with HSQLDB version 1.8 and Spring XD ships with HSQLDB version 2.3. Since
these two versions are not compatible you can not use a Sqoop metastore that uses HSQLDB.
This is unfortunate since HSQLDB version 1.8 is the only database that is fully supported for the
metastore by Sqoop. We can however use another database for the metastore as long as we
use some workarounds.

Note

You can use PostgreSQL for the Sqoop metastore. We recommend that you run the commands
listed below to create and initialize the tables to be used by the Sqoop metastore.

Create and initialize the Sqoop metastore tables:
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CREATE TABLE
SQOOP_ROOT
(
version | NTEGER
propnanme CHARACTER VARYI NG(128) NOT NULL
propval CHARACTER VARYI NG 256),
UNI QUE (version, propnane)
)i
CREATE TABLE
SQOOP_SESSI ONS
(
j ob_nane CHARACTER VARYI NG(64) NOT NULL,
propnanme CHARACTER VARYI NG(128) NOT NULL,
propval CHARACTER VARYI NG(1024)
propcl ass CHARACTER VARYI NG(32) NOT NULL
UNI QUE (j ob_nare, propnane, propclass)
DE
I NSERT | NTO sqoop_r oot (version, propnane, propval) VALUES (null, 'sqoop.hsql db.job. storage. version'
10);
I NSERT | NTO sqoop_r oot (version, propnane, propval) VALUES (0, 'sqoop. hsqldb.job.info.table'
' SQOOP_SESSI ONS' ) ;

You can now modify the scoop- si t e. xnl file in the Spring XD config directory. Add the JDBC URL,
username and password to use for connection to the PostgreSQL database that hosts the Sqoop
metastore tables. You need to provide the following properties:

* sgoop. met astore. client.autoconnect. url
e sqoop. netastore. client.autoconnect. usernane

* sgoop. met astore. client. aut oconnect . password

Note

In addition to the above configurations you need to use a - - password-fil e option when
creating the Sqoop job definitions. If you don’t then Sqoop will prompt for a password as Spring
XD runs the job. This will cause the job to hang.

Here is an example of defining a Sqoop job using Spring XD’s sqoop job:

xd>j ob create joblcreate --definition "sqoop --comand=job --args='--create jobl -- inport --table PETS
--incremental append --check-colum ID --last-value O --connect jdbc:hsqgl db: hsqgl://| ocal host: 9001/t est
--usernane sa --password-file /xd/ hsqgl.password --target-dir /xd/jobl --numnmappers 1'" --depl oy

xd>j ob | aunch joblcreate

Here is an example of executing the predefined Sqoop job using Spring XD’s sqoop job:

xd>j ob create joblexec --definition "sqoop --command=job --args='--exec jobl'" --deploy
xd>j ob | aunch joblexec

Options for Sqoop job
The sqoop job has the following options:

args
the arguments for the Sqoop command (String, default: ™)

command
the Sqoop command to run (String, default: ™)

driverClassName
the JDBC driver to use (String, no default)
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fsUri

the URI to use to access the Hadoop FileSystem (String, default: ${ spri ng. hadoop. fsUri })

password
the JDBC password (Password, no default)

resourceManagerHost
the Host for Hadoop's ResourceManager
${spring. hadoop. r esour ceManager Host })

resourceManagerPort
the Port for Hadoop's ResourceManager
${ spring. hadoop. r esour ceManager Port})

url
the JDBC URL for the database (String, no default)

username
the JDBC username (String, no default)

Running gpload as a batch job (gpl oad)

(String,

(String,

default:

default:

The gpload utility can be deployed and launched from Spring XD as a batch job. The gpload job uses
a &pl oadTaskl et that submits a gpload job as an external process. The Spring XD gpload batch job

aims to support most of the gpload functionality.

We need to provide the following required options:

» gpl oadHon®e - this must be the path to where gpload utility is installed. This is usually /usr/local/

greenplum-loaders-<version>.

» control Fil e - this file defines the gpload options in effect for this load job and is documented in

the Greenplum Load Tools Reference documentation.

» passwor d or passswor dFi | e - you can either speciy the passord or provide a password file that

must follow the general format for a PostgreSQL password file.

Here is an example of a basic load job definition. Please note that some options like host, port, database

and username could have been specified in the control file as well.
The content of the control file:

VERSION: 1.0.0.1
GPLOAD:
I NPUT:
- SOURCE:
FI LE: [/hone/denp/data/test_file.csv]
- FORMAT: CSV
- DELIMTER ' ,'
- NULL_AS: "\ N
- QUOre: '"'
- HEADER FALSE
- ENCODI NG ' UTF8'
- ERROR_LIM T: 1000
- ERROR_TABLE: public.err_table
QUTPUT:

- TABLE: deno.test
- MODE: | NSERT
PRELOAD:

- TRUNCATE: FALSE
- REUSE_TABLES: FALSE
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This is the command used to create and launch the job:

xd: >j ob create nyload --definition "gpload --gpl oadHone=/usr/| ocal / greenpl um | oaders-4.3.4.1-build-2 --
control Fil e=/ hone/ deno/ basi c. ym --host =pi vhdsne --port=5432 --dat abase=pi votal --usernane=gpadnin --
passwor dFi | e=/ hone/ deno/ . pgpass" --depl oy

xd: >j ob | aunch --nane nyl oad

Once the job is launched, go to Spring XD admin-ui to verify the job results. Jobs # Executions # Select
the job to verify that step execution context holds the log for gpload execution results.

We can override the file name for the source file by providing it as a job parameter like this:

job launch --nane nyload --parans {"input.source.file":"/hone/deno/data/inputfile2.csv"}

This allows us to define a stream to capture new files created in a specific directory:

xd>stream create | oadFiles --definition "file --ref=true --dir=/honme/deno/input --pattern='*.csv'
| transform --expression="{\"input.source.file\":\""+#{' payl oad. get Absol utePath()"'}+\"}"' >
queue: j ob: nyl oad" --depl oy

Now, any new file created in that directory will launch a gpload job for that new file.
The gpload job has the following options:

controlFile
path to the gpload control file (String, no default)

database
the name of the database to load into (String, no default)

gploadHome
the gpload home location (String, no default)

host
the host name for the Greenplum master database server (String, no default)

options
the gpload options to use (String, no default)

password
the password to use when connecting (String, no default)

passwordFile
the location of the password file (String, no default)

port
the port for the Greenplum master database server (Integer, no default)

username
the username to connect as (String, no default)
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9. Streams

9.1 Introduction

In Spring XD, a basic stream defines the ingestion of event driven data from a source to a sink that
passes through any number of processors. Stream processing is performed inside the XD Containers
and the deployment of stream definitions to containers is done via the XD Admin Server. The Getting
Started section shows you how to start these servers and how to start and use the Spring XD shell

Sources, sinks and processors are predefined configurations of a module. Module definitions are found
in the #0# directory. ! Modules definitions are standard Spring configuration files that use existing Spring
classes, such as Input/Output adapters and Transformers from Spring Integration that support general
Enterprise Integration Patterns.

A high level DSL is used to create stream definitions. The DSL to define a stream that has an http source
and a file sink (with no processors) is shown below

‘http| file

The DSL mimics a UNIX pipes and filters syntax. Default values for ports and filenames are used in this
example but can be overriden using - - options, such as

‘http --port=8091 | file --dir=/tnp/httpdatal

To create these stream definitions you make an HTTP POST request to the XD Admin Server. More
details can be found in the sections below.

9.2 Creating a Simple Stream

The XD Admin server ° exposes a full RESTful API for managing the lifecycle of stream definitions, but
the easiest way to use the XD shell. Start the shell as described in the Getting Started section

New streams are created by posting stream definitions. The definitions are built from a simple DSL. For
example, let’'s walk through what happens if we execute the following shell command:

xd: > streamcreate --definition "tine | log" --name ticktock

This defines a stream named t i ckt ock based off the DSL expressiontine | | o0g. The DSL uses
the "pipe" symbol | , to connect a source to a sink.

Then to deploy the stream execute the following shell command (or alternatively add the - - depl oy
flag when creating the stream so that this step is not needed):

xd: > stream depl oy --nane ticktock

The stream server finds the t i me and | og definitions in the modules directory and uses them to setup
the stream. In this simple example, the time source simply sends the current time as a message each
second, and the log sink outputs it using the logging framework.

1Using the filesystem is just one possible way of storing module defintions. Other backends will be supported in the future, e.g.
Redis.
5The server is implemented by the Admi nMai n class in the spri ng- xd- di rt subproject
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processi ng nodul e ' Modul e [ nanme=l og, type=sink]' fromgroup 'ticktock' with index: 1
processi ng nodul e ' Modul e [nanme=time, type=source]' fromgroup 'ticktock' with index: O
17:26: 18, 774 WARN Thr eadPool TaskSchedul er-1 | ogger.ticktock: 141 - Thu May 23 17:26:18 EDT 2013

If you would like to have multiple instances of a module in the stream, you can include a property with
the deploy command:

xd: > stream depl oy --nane ticktock --properties "nodul e.tinme.count=3"

You can also include a SpEL Expressionasacri t eri a property for any module. That will be evaluated
against the attributes of each currently available Container. Instances of the module will only be deployed
to Containers for which the expression evaluates to true.

xd: > stream depl oy --nane ticktock --properties
"nmodul e. ti me. count =3, nodul e. | og. criteria=groups.contains('x")"

Important

See Section 9.9, “Module Labels”.

9.3 Deleting a Stream

You can delete a stream by issuing the st r eam dest r oy command from the shell:

xd: > stream destroy --nanme ticktock

9.4 Deploying and Undeploying Streams

Often you will want to stop a stream, but retain the name and definition for future use. In that case you
can undepl oy the stream by name and issue the depl oy command at a later time to restart it.

xd: > stream undepl oy --nane ticktock
xd: > stream depl oy --nane ticktock

9.5 Other Source and Sink Types

Let's try something a bit more complicated and swap out the t i me source for something else. Another
supported source type is ht t p, which accepts data for ingestion over HTTP POSTSs. Note thatthe ht t p
source accepts data on a different port (default 9000) from the Admin Server (default 8080).

To create a stream using an htt p source, but still using the same | og sink, we would change the
original command above to

xd:> streamcreate --definition "http | log" --nane nyhttpstream --depl oy

which will produce the following output from the server

processi ng nodul e ' Modul e [ nanme=l og, type=sink]' fromgroup 'nyhttpstream wth index: 1
processi ng nodul e ' Modul e [ name=http, type=source]' fromgroup 'nyhttpstream wth index: 0

Note that we don’t see any other output this time until we actually post some data (using shell command)

xd:> http post --target http://Iocal host: 9000 --data "hello"
xd: > http post --target http://|ocal host:9000 --data "goodbye"

and the stream will then funnel the data from the http source to the output log implemented by the log sink
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15:08: 01,676 WARN Thr eadPool TaskSchedul er-1 | ogger. nyhttpstream 141 - hello
15:08: 12,520 WARN Thr eadPool TaskSchedul er-1 | ogger. nyhttpstream 141 - goodbye

Of course, we could also change the sink implementation. You could pipe the output to a file (fi | e),
to hadoop (hdf s) or to any of the other sink modules which are provided. You can also define your
own modules.

9.6 Simple Stream Processing

As an example of a simple processing step, we can transform the payload of the HTTP posted data to
upper case using the stream definitions

‘ http | transform --expressi on=payl oad. t oUpper Case() | |og

To create this stream enter the following command in the shell

xd: > streamcreate --definition "http | transform --expressi on=payl oad. t oUpper Case() | |og" --nane
nyprocstrem - -depl oy

Posting some data (using shell command)

xd: > http post --target http://|ocal host:9000 --data "hello"

Will result in an uppercased hello in the log

‘ 15: 18: 21, 345 WARN Thr eadPool TaskSchedul er-1 | ogger. nyprocstream 141 - HELLO

See the Processors section for more information.

9.7 DSL Syntax

In the examples above, we connected a source to a sink using the pipe symbol | . You can also pass
parameters to the source and sink configurations. The parameter names will depend on the individual
module implementations, but as an example, the ht t p source module exposes a port setting which
allows you to change the data ingestion port from the default value. To create the stream using port
8000, we would use

xd: > streamcreate --definition "http --port=8000 | |og" --name nyhttpstream

If you know a bit about Spring configuration files, you can inspect the module definition to see which
properties it exposes. Alternatively, you can read more in the source and sink documentation.

9.8 Advanced Features

In the examples above, simple module definitions are used to construct each stream. However, modules
may be grouped together in order to avoid duplication and/or reduce the amount of chattiness over the
messaging middleware. To learn more about that feature, refer to the Composing Modules section.

If directed graphs are needed instead of the simple linear streams described above, two features are
relevant. First, named channels may be used as a way to combine multiple flows upstream and/or
downstream from the channel. The behavior of that channel may either be queue-based or topic-based
depending on what prefix is used ("queue:myqueue"” or "topic:mytopic”, respectively). To learn more,
refer to the Named Channels section. Second, you may need to determine the output channel of a
stream based on some information that is only known at runtime. To learn about such content-based
routing, refer to the Dynamic Router section.
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9.9 Module Labels

When a stream is comprised of multiple modules with the same name, they must be qualified with labels.
See Section 4.5, “Labels”.
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10. Modules

10.1 Introduction

Spring XD supports data ingestion by allowing users to define streams. Streams are composed of
modules which encapsulate a unit of work into a reusable component. A job in Spring XD must also
be implemented as a module.

Modules are categorized by t ype, typically representing the role or function of the module. Current
Spring XD module types include sour ce, si nk, processor, and j ob. The type determines how the
modules may be composed in a stream, or used to deploy a batch job. More precisely:

» A source polls an external resource, or is triggered by an event and only provides output. The first
module in a stream must be a source.

» A processor performs some type of task, using a message as input and produces a new message,
so it requires both input and output.

» A sink consumes input messages and outputs data to an external resource to terminate the stream.
» A job module implements a Spring Batch job enabled for Spring XD.

Spring XD ships with a number of pre-built modules useful for assembling streams to perform common
stream processing tasks using files, HDFS, Spark, Kafka, http, twitter, syslog, GemFire, and more. Users
can easily assemble these modules into streams to build complex big data applications declaratively,
without having to write Java code or know the underlying Spring products on which Spring XD is built.

However, if you are interested in extending Spring XD with your own modules, some knowledge of
Spring, Spring Integration or Spring Batch is essential. The remainder of this document assumes the
reader has some familiarity with these topics.

10.2 Creating a Module

This section provides some general details on implementing and packaging custom modules. For a quick
start, take a look at the si-dsl-module example or dive into the examples of creating source, processor,
sink, and job modules.

Stream Modules

Sources, processors, and sinks are built using Spring Integration and are typically perform a single task
that they may be easily reused in streams. Alternately, a custom module may be required to perform a
specific function, such as integration with a legacy service. In Spring Integration terms:

» A source is a valid message flow that contains a direct channel named output which is fed by an
inbound adapter, either configured with a poller, or triggered by an event.

» A processor is a valid message flow that contains a direct channel named input and a subscribable
channel named output (direct or publish subscribe). It typically performs some type of transformation
on the message, using its input channel’'s message to create a new message on its output channel.

» Asink is a valid message flow that contains a direct channel named input and an outbound adapter,
or service activator used to provide the message to an external resource, HDFS for example.
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For example, take a look at the file source which simply polls a directory using a file inbound adapter
and file sink which appends an incoming message payload to a file using a file outbound adapter. On
the surface, there is nothing special about these components. They are plain old Spring XML bean
definition files.

Notice that modules adhere to an important convention: The input and output channels are always
named input and output, in keeping with the KISS principle (let us know if you come up with some simpler
names). The Spring XD runtime uses these names to bind these channels to the message transport.

Module Packaging

A module is a packaged component containing artifacts used to create a Spring application context.
In general, a module is not aware of its runtime environment. Each module’s application context is
configured and connected to other modules via Plugins in order to support distributed processing. In
this respect, modules may potentially be applied to purposes other than stream processing. The module
types described here (source, processor, sink, and job) are specific to Spring XD, but the Module type
is designed to act as a core component of any micro-service architecture built with Spring.

Physically, a Module is somewhat analogous to a war file in Servlet container. The Spring XD container
configures and starts a module when it is deployed. Deploying a module in Spring XD terms means
activating an instance for processing, not to be confused with deploying a web application in Servlet
container. Consistent with the war analogy, a module has it's own class loader to load resources
provided by the module, notably the files found in its config in its lib directories. Another feature in
common with a war file is that web applications are installed in a configured location and conform to
a standard layout. Artifacts are installed in a known location, either in expanded form or as a single
archive file. Spring XD modules work the same way. Spring XD module layout has evolved significantly
as new features have been added to support custom module development. This evolution has generally
led to increased flexibility with respect to individual artifacts. However, the module’s packaging structure
is well defined:

<nodul e_nane>
### <l ocal class files and resources, e.g. comacne/....>
### config
#  ### <any- name>. properties
#  ### <any-nane>.[xml | groovy] (optional)
### 1ib
#  ### <dependent libraries not already in Spring XD class path (xd/lib)>
#

For historical reasons, all modules included with Spring XD distribution are provided in expanded form
and are commonly configured using XML bean definition files (<nodul e- narme>. xm ) and property
files (<nodul e- nane>. properti es>. This is subject to change as this convention is no longer
required. Meanwhile the out-of-the-box modules provide copious examples of module configuration and
packaging.

A module’s contents typically includes:

» Application context configuration: If either config/<any_name>.xml, or config/<any_name>.groovy
are present, this will be loaded by an XmIBeanDefinitionReader or GroovyBeanDefinitionReader to
configure the application context. If using an @Configuration class, neither of these files should be
present.

* Module properties file: If the module declares options (e.g. property placeholders whose
values must be supplied for each instance when creating a stream), the properties file config/
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<any_name>.properties may provide an options_class property containing the fully qualified class
name of a Module Options Metadata class. Alternately the properties file may provide in-line Module
Option descriptors (see Module Options below).

Note

As of Spring XD 1.1, the names of the module’s bean definition resource (xml or groovy) and
properties file are arbitrary. This provides additional flexibilty over requiring a conventional file
name, as has been the case in prior releases. Now the top level confi g directory is the
convention. This carries the constraint that no other similar file types may be present in config.
Multiple xml, groovy, or properties files matching the pattern, for example, confi g/ *. xm will
result in an exception. If you want to combine bean definitions from multiple resources, you may
use i nport declarations and the imported resources must be somewhere else in the module’s
class path. This may be a subdirectory of conf i g or any other arbitrary location.

If no configuration resource (confi g/ *. xm orconfi g/ *. groovy) is present, Spring XD will expect
a base_packages property containing a comma delimited list of package names to enable Spring
component scanning scoped to the module.

e Custom code: Any root level .class files packaged as in a typical jar file. This could include an
@Configuration class and dependent classes defined by the module.

» Dependent jar files: Any required runtime dependencies that are not already present in the Spring
XD class path ($XD_INSTALL_DIR/xd/lib) must be provided in the module’s /lib directory.

As mentioned previously, a Spring XD module can be installed as an expanded directory tree or an
archive. If the module requires dependent jars, which is the typical case, it may be packaged as an
uberjar compatible with Spring Boot, and conforming to the above structure. The next section describes
Spring XD’s support for module packaging and development.

Creating a Module Project

Spring XD 1.1.x provides support for creating a module project to test and package the module with
Maven or Gradle.

Configuring your Maven build

Start by setting the parent to spri ng- xd- nodul e- par ent in your pom xm :

<parent >
<groupl d>or g. spri ngf ramewor k. xd</ gr oupl d>
<artifactld>spring-xd-nodul e-parent</artifactld>
<versi on>1. 1. 2. RELEASE</ ver si on>

</ par ent >

Configuring your Gradle build

Start by adding the following to your bui | d. gr adl e script
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bui l dscript {
repositories {

}
/1 Add the path of the Spring XD Mdul e plugin

dependenci es {
cl asspat h("org. spri ngf ramewor k. xd: spri ng- xd- nodul e-plugin: 1. 1. 2. RELEASE") //or a later rel ease of
the plugin
}
}

/1 The Spring XD version is required by the plugin to pull in order to configure dependent libraries that
your nodul e project will likely need.
ext {

springXdVersion = '1.1.2. RELEASE' //or a later release of Spring XD
}

apply plugin: 'spring-xd-nodul e'

Note

If your module has no internal dependencies, a plain old jar file conforming to the module
packaging structure above will work. In this case, you may still benefit from using these build
support tools to inherit common dependencies and automate tasks critical to in-container testing.
An example of such a module project that does not use the parent pom is here.

These build support tools provide the necessary Spring XD libraries to compile and test the module
along with support for packaging your module as an uber-jar, using the respective Spring Boot plugin:
Spring Boot Maven Plugin or the Spring Boot Gradle Plugin.

As described in the above sections, the module must include any dependencies that are not already
provided by the Spring XD container. These are loaded at runtime by the module class loader
when the module is deployed. Missing jars in the module’s lib directory will result in the dreaded
Cl assDef Not FoundExcept i on. Additionally, the module should typically not export different versions
of libraries which are already on the Spring XD class path, as this can result in version conflicts and
related class loading issues. Both build support tools configure the boot plugin with the MODULE layout
and is configured to exclude any artifacts that are provided by Spring XD (which covers quite a lot). So
you don't have to worry about it. There are two basic rules:

» The MODULE layout for Spring Boot packaging ensures pr ovi ded dependencies will not be included
in the uber-jar. The Spring XD module build support declares spri ng-xd-dirt as a provided
dependency, as some of its classes are needed for module development.

* Any compile dependencies, transitive or declared for the module will be excluded from the uber-jar
if they are also Spring XD runtime dependencies.

Note

In rare cases, it may be necessary to override the default exclusions. For example, if your module
requires a different version of library that is on the Spring XD class path, you can override the
boot maven plugin configuration in your pom, like so:
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<par ent >
<groupl d>or g. spri ngf ramewor k. xd</ gr oupl d>
<artifact!|d>spring-xd-nodul e-parent</artifactld>
<versi on>1. 1. 0. BUl LD- SNAPSHOT</ ver si on>
</ par ent >
<bui | d>
<pl ugi ns>
<pl ugi n>
<groupl d>or g. spri ngf ramewor k. boot </ gr oup! d>
<artifact!d>spring-boot-maven-plugin</artifactld>
<confi guration>
<l-- this is required to force the includes to come after the excludes and override -->
<excl udes>
<excl ude/ >
</ excl udes>
<I-- specify exactly what is included; again transitive dependencies are not included -->
<i ncl udes>
<i ncl ude>
<gr oupl d>xm pul | </ gr oupl d>
<artifactld>xm pull </artifactld>
</i ncl ude>
</incl udes>
</ configuration>
</ pl ugi n>
</ pl ugi ns>
</ bui | d>

<dependenci es>
<dependency>
<groupl d>xm pul | </ groupl d>
<artifactld>xm pull </artifactld>
<versi on>1. 1. 3. 4d_b4_m n</ ver si on>
</ dependency>
</ dependenci es>

The build support tools declare dependencies on spri ng-xd-di rt and spri ng-xd-test which
provide some useful features for module development, including support for:

» Java defined Module Options Metadata

 In-container module testing - start an embedded single node container, deploy your module and
validate the results.

Testing a Module Project
The sections Creating a Source Module, Creating a Processor Module, Creating a Sink Module, and

Creating a Job Module each reference working examples of custom module projects including in-
container tests.

Note

As of Spring XD 1.1.x, the Spring XD message transport is loaded dynamically from a location
given by $XD_HOME$%$/lib/messagebus/<transport>, according to the configured transport. This
avoids having unnecessary dependencies on Spring XD's class path corresponding to unused
transports. Thus, the embedded single node container used for testing modules must load the
message bus libraries from the above location (typically local transport). Thus, these tools set
XD_HOME to the project root directory and copy the local message bus jars to a top level | i b
directory to enable in-container tests using the respective build command. However, if you write
such a test in your IDE and it fails with an exception message about not finding a message bus
implementation, run
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‘ $mvn process-resources

or

‘$./gradlew processTest Resour ces

to install the local message bus. Currently testing modules for additional transports from a
standalone module project is not supported out of the box.

To build the module:

‘$nvn cl ean package

or

‘$./gradlew cl ean test boot Repackage

Note

Spring XD does not parse any embedded version in the jar name, ala Maven. myModul e-v1. j ar
resolves to module named nyMbdul e- v1.

See the si-dsl-module example for a complete working example.

10.3 Registering a Module

Registering a module requires you to install to the Spring XD Module Registry. A Module must be
registered before it may be deployed as part of a stream or job. Once you have packaged your module,
following the instructions in the above section, you can register it using the Spring XD Shell nodul e
upl oad command:

xd: >nodul e upl oad --file [path-to]/nynodul e-1.0.0.BU LD- SNAPSHOT. j ar --name nynodul e --type processor

The Module Registry

A module definition requires the following attributes to uniquely define a module:

* name - the name of the component, normally a single word representing the purpose of the module.
Examples are file, http, syslog.

* type - the module type, current Spring XD module types include source, sink, processor, and job

All modules included with Spring XD out-of-the-box are located in the xd/modules directory where Spring
XD is installed. The Module Registry organizes modules by type in corresponding sub-directories, so
a directory listing will look something like:

nmodul es
### | ob
### processor
##t# si nk
### sour ce

Spring XD provides a strategy interface ModuleRegistry used to locate a module of a given name and
type. Currently Spring XD implements a ResourceModuleRegistry which is configured to locate modules
in the following locations in this order:
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» The file path given by xd. nodul e. hore (${ xd. home}/ nodul es by default)
e cl asspat h: / nodul es/ (Spring XD does not provide any module definitions here)

» The file path given by xd. cust omvbdul e. honme (${ xd. hone}/ cust om nodul es by default)

Custom Module Registry

Custom modules are located separately from out-of-the-box modules. The location is given by
xd. cust omvbdul e. hon®e in servers.yml. The location defaults to ${ xd. home}/ cust om nodul es
but we strongly recommend setting this to an external location on a network file system or using the
replicating registry if you are using custom modules in production. There are two reasons for doing
this. First, custom modules must be accessible to all nodes on the Spring XD cluster, including the XD
Admin node. This allows any container instance to deploy the module. Second, if custom modules are
registered within the Spring XD installation, they will not survive an upgrade to the Spring XD distribution
and will need to be reinstalled.

Note

An alternative way for specifying the location of custom modules via servers.yml is using the
environment variable XD_CUSTOVMODUL E_HOVE that must point to the custom modules location.

In cases where you want to start e.g. a single-node runtime with a custom module location you
can also define the environment variable right before the executable like this:
XD_CUSTOVMODULE _HOVE=fi | e\:/ pat h/t o/ cust om nodul es bi n/ xd- si ngl enode

Replicating Module Registry

When running in distributed mode, an alternative to using a shared file system for custom modules is
to use the replicating module registry.

If the value of xd. cust omvbdul e. hone does not use the fil e: protocol, then Spring XD will
automatically set up a replicating registry that proxies that remote registry to the local filesystem. This
is all done transparently and by default, files are copied down from the central repository only if their
contents has changed.

At the time of writing, only the hdf s: protocol is supported. Setting this up is straightforward:

xd:
cust omvbdul e:
hone: hdfs://sonmehost/root/path/of/registry

Files will be replicated on the local filesystem in a temporary directory, on demand and loaded from
there. The XD Admin process will need to have write access to that shared HDFS directory. Intermediary
paths (/ r oot / pat h/ of / r egi st ry inthe example above) are created at startup if they don't exist yet.

10.4 Module Class Loading

Modules use a separate class loader that will first load classes from jars in the module’s /1i b (and
any class files located in the module’s root path). If not found, the class will be loaded from the parent
ClassLoader that Spring XD normally uses (which includes everything under $XD_HOME/lib). Still, there
are a couple of caveats to be aware of:

» Avoid putting into the module’s lib/ directory any jar files that are already in Spring XD'’s class path or
you may end up with ClassCastExceptions or other class loading issues.
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» When using local transport, any class that is directly or indirectly referenced from the payload type
of your messages (i.e. any type in transit from module to module) must be referenced by both the
producing and consuming modules and thus should be installed into xd/lib.

Dynamic Module ClassLoader

Starting with Spring XD 1.2, a module can selectively add libraries from paths that are derived from
module options. The aim is e.g. to support several alternative implementations in the same module.
This works like the following:

1. In the module . pr operti es file, specify a value for the nodul e. cl assl oader key. The default is
[libl*. jar,/libl/*.zip,whichis consistent with what has been exposed earlier.

2. The value for that key is a comma separated list of paths (most certainly with Ant-style patterns) that
will be looked for additional libraries to add to the module ClassLoader (in addition to the module
"Archive" itself, which is always considered).

a. paths that startwitha/ (as/1i b/ *.j ar inthe example above) are considered internal resources
to the archives (e.g. nested jars in the tber-jar)

b. paths that do not start with a/ (and in particular paths that start with a protocol, suchasfil e:)
are loaded with a regular Spring resource pattern resolver

3. Those paths can contain placeholders of the form ${ f oo} . Those will be resolved against the visible
module options (and other inherited properties). Paths containing unresolvable placeholders are
silently ignored.

This allows constructions like those (assuming for example that we want to create a j pa module that
supports several JPA providers):

jpa.jar
+- config/
| j pa. properties
+- lib/
+- hi bernate/
| hi ber nat e-core-4.2.jar
| ot her - hi bernate-specific.jar
+- eclipse-link/
| eclipse-link-2.5.0.jar
| C
+- some-common. j ar
+- anot her - conmon. j ar

And, inj pa. properties:

options_class = com acne. j pa. JpaOpti onsMet adat a

nmodul e. cl assl oader = /lib/*.jar, /lib/${provider}/*.jar, ${xd.horme}/lib/jpa/ ${provider}/*.jpa

Where the metadata class includes a pr ovi der option (of type St ri ng) that will take e.g. the values
hi ber nat e orecl i pse- | i nk. Note the presence of athird ${ xd. hone}/ | i b/ j pa/ ${ provi der}/
* . ] pa entry that can be used for unforeseen provider implementations.

10.5 Module Options

Each module instance is configured using property placeholders which are bound to the module’s
options defined via Module Options Metadata. Options may be required or optional, where optional
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properties must provide a default value. Module Options Metadata may be provided within the module’s
properties file or in a Java class provided by the module or one of its dependencies. In addition to binding
module options to properties in the module’s application context, options may also be used to activate
Spring environment profiles.

For example, here is part of the Spring configuration for the twittersearch source that runs a query
against Twitter:

<beans>

<bean cl ass="org. springframework.integration.x.tw tter.Twi tterSearchChannel Adapter">
<constructor-arg ref="twitterTenpl ate"/>
<property name="readTi meout" val ue="${readTi neout}"/>
<property nanme="connect Ti neout " val ue="${connect Ti neout }"/ >
<property name="autoStartup" val ue="fal se"/>
<property nanme="out put Channel " ref="output"/>
<property name="query" val ue="${query}" />
<property nanme="| anguage" val ue="${| anguage}" />
<property nanme="geocode" val ue="${geocode}" />
<property nanme="resul t Type" val ue="${resul t Type}"/>
<property nanme="includeEntities" val ue="${includeEntities}"/>
</ bean>

<bean id="twi tterTenpl ate" class="org.springframework.social.twitter.api.inpl.Tw tterTenplate">
<constructor-arg val ue="${consunerKey}"/>
<constructor-arg val ue="${consuner Secret}"/>

</ bean>

<int:channel id="output"/>

</ beans>

Note the Spring properties such as query, language, consumerKey and consumerSecret. Spring XD
will bind values for all of these properties as provided as options for each module instance. The options
exposed for this module are defined in TwitterSearchOptionsMetadata.java

For example, we can create two different streams, each using the twittersearch source providing different
option values.

xd: > streamcreate --nane tweettest --definition "twittersearch --query="java' | file"

and
xd: > streamcreate --nane tweettest2 --definition "twittersearch --query='spring' --language=en --
consuner Key=' nykey' --consumer Secret="nysecret' | file"

In addition to options, modules may reference Spring beans such that each module instance may inject
a different implementation of a bean. The ability to deploy the same module definition with different
configurations is only possible because each module is created in its own application context. This
results in some very useful features, such as the ability to use standard bean ids such as input and
output and simple property names without having to worry about naming collisions.

Observe the use of property placeholders with sensible defaults where possible in the above example.
Sometimes, a sensible default is derived from the stream name, module name, or some other runtime
context. For example, the file source requires a directory. An appropriate strategy is to define a common
root path for XD input files (At the time of this writing itis / t np/ xd/ i nput / . This is subject to change,
but illustrates the point). A stream definition using the file source may specify the the directory name by
providing a value for the dir option. If not provided, it will default to the stream name, which is contained
in the xd. stream nane property bound to the module by the Spring XD runtime, see file source
metadata. The nodul e i nf o command illustrates this point:
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xd: >nodul e info --nane source:file
I nformati on about source nodule 'file':

xd/ i nput/ ${xd. stream nane} String

Option Nane Descri ption
Def aul t Type
dir the absolute path to the directory to nonitor for files /tnp/

pattern a filter expression (Ant style) to accept only files that match the pattern *
String

prevent Dupl i cates whether to prevent the sane file from being processed twice true
bool ean

ref set to true to output the File object itself fal se
bool ean

fi xedDel ay the fixed delay polling interval specified in seconds 5
int

out put Type how thi s mbdul e should emt nessages it produces <none>
M nmeType

Placeholders available to all modules

By convention, Spring XD defined properties are prefixed with xd. Below is the list of all available
${xd. xxx} keys that module authors may use in their declaration.

Placeholder Context Meaning

${ xd. st r eam nane} streams the name of the stream the
module lives in

${ xd. j ob. nane} jobs the name of the job the module
lives in

${ xd. nodul e. nane} streams, jobs the technical name of the
module

${xd. nodul e. t ype} streams, jobs the type of the module

${ xd. nodul e. i ndex} streams the 0-based position of the
module inside the stream

${xd. cont ai ner. i d} streams, jobs the generated unique id of
the container the module is
deployed in

${xd. cont ai ner. host} streams, jobs the hostname of the container
the module is deployed in

${ xd. cont ai ner . pi d} streams, jobs the process id of the container
the module is deployed in

${xd. cont ai ner. i p} streams, jobs the IP address of the container
the module is deployed in

${xd. cont ai ner. <f 00>} streams, jobs the value of the custom attribute

<f oo> for the container
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Using placeholders in stream definitions

One can also use the ${ xd. xxx} notation directly inside the DSL definition of a stream or a job.
For example:

xd: >stream create foo --definition "http | filter --expression=\"'${xd.streamnane}'\" | |og"

will only let messages that read "foo" pass through.

How module options are resolved

As we've seen so far, a module is a re-usable Spring Integration or Spring Batch application context
that can be dynamically configured through the use of module options.

A module option is any value that the may be configured within a stream or job definition. Preferably, the
module provides metadata to describe the available options. This section explains how default values
are computed for each module option.

In a nutshell, actual values are resolved from the following sources, in order of precedence:
1. values provided in the stream definition (e.g. - - f oo=bar)

2. platform-wide defaults (appearing e.g. in .yml and .properties files, see below)

3. defaults defined in the module’s metadata

Going into more detail, the platform-wide defaults will resolve like so, assuming option <opt i onnamne>
of a module <nodul enane> which is of type <nodul et ype>:

1. a system property named <nodul et ype>. <nodul ename>. <opt i onname>

2. an environment variable named <nodul et ype>. <nbdul enane>. <opti onnane> (or
<MODULETYPE>_<MODULENANME>_<OPTI ONNANME>)

3. a key named <opt i onnane> in the properties file <r oot >/ <nbdul et ype>/ <nobdul enane>/
<nmodul ename>. properties

4. a key named <nodul et ype>. <nodul enanme>. <opti onnanme> in the YaML file <r oot >/
<nodul e-confi g>. ym

where

<r oot >
is the value of the xd.nodule.config.location system property (driven by the
XD_MODULE_CONFI G_LOCATI ON env var when using the canonical Spring XD shell scripts). This
property defaults to ${ xd. confi g. hone}/ nodul es/

<nodul e- confi g>
is the value of the xd.nodule.config.nane system property (driven by the
XD_MODULE_CONFI G_NAME env var). Defaults to xd- nodul e-confi g

Note that YaML is particularly well suited for hierarchical configuration, so for example, instead of

source.file.dir: foo
source.file.pattern: *.txt

source. http.port: 1234
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one can write

source:

file:
dir: foo
pattern: *.txt
http:
port: 1234

Note that options in the . properti es files can reference values that appear in the nodul es. yni
file (this makes sharing common configuration easy). Also, the values that are used to configure the
server runtimes (in server s. yni ) are visible to nodul es. ym and. properti es file (but the inverse
is not true).

10.6 Composing Modules

As described above, a stream is defined as a sequence of modules, minimally a source module followed
by a sink module. Sometimes streams may want share a common processing chain. For example,
consider the following two streams:

streaml http | filter --expression=payload.contains('foo') | file
strean?2 = file | filter --expression=payload.contains('foo') | file

Aside from the source, the two stream definitions are the same. Composite Modules provide a way
to avoid this type of duplication by allowing the filter processor and file sink to be combined into a
single composite module. Perhaps more importantly, composite modules may improve performance.
Each module within a stream represents a unit of deployment. Therefore, streaml and stream2, as
defined above, are each comprised of three such units (a source, a processor, and a sink). In a
singlenode runtime with local transport, creating a composite module won't affect performance since
the communication between modules in this case already uses in-memory channels. However, when
deploying a stream to a distributed runtime environment, the communication between adjacent modules
typically occurs via messaging middleware, as modules are, by default, distributed evenly among the
available containers. Often a stream will perform better when adjacent modules are co-located and
can avoid middleware "hops", and object marshalling. In such cases, composing modules allows the
composite module to behave as a single "black box." In other words, if "foo | bar" are composed to create
a new module named "baz", the input and/or output to "baz" will still go over the middleware, but foo
and bar will be co-located in a single container instance and wired to communicate via local memory.

Working with Composite Modules

To create a composite module, use the nodul e conpose shell command:

xd: > nodul e conpose foo --definition "filter --expression=payload.contains('foo') | file"

Then, to verify the new module composition was successful, check if it exists:

xd: >nodul e |i st
Sour ce Processor Si nk Job
file aggr egat or aggr egat e- count er filejdbc
genfire http-client count er ftphdfs
(....)
trigger spl unk
twittersearch tcp
twitterstream t hr oughput - sanpl er
time (c) foo
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Notice that the composed module shows up in the list of sink modules. That is because logically it acts
as a sink: It provides an input channel (which is bridged to the filter processor’s input channel), but it
provides no output channel (since the file sink has no output). Also notice that the module has a small
(c¢) prefixed to it, to indicate that it is a composed module.

If a module were composed of two processors, it would be classified as a processor:

xd: > nodul e conpose nyprocessor --definition "splitter | filter --expression=payl oad.contains('foo")"

If a module were composed of a source and a processor, it would be classified as a source:

xd: > nodul e conpose nysource --definition "http | filter --expression=payload.contains('foo")"

Based on the logical type of the composed module, it may be used in a stream as if it were a simple
module instance. For example, to redefine the two streams from the first problem case above, now that
the foo sink module has been composed, you can issue the following shell commands:

xd: > streamcreate httpfoo --definition "http | foo" --deploy
xd: > streamcreate filefoo --definition "file --outputType=text/plain | foo" --deploy

To test the httpfoo stream, try the following:

xd: > http post --data hi
xd: > http post --data hifoo

The first message should have been ignored due to the filter, but the second one should exist in the file:

xd: > | cat /tnp/xd/output/httpfoo.out
conmand is:cat /tnp/xd/ output/httpfoo.out
hi f oo

To test the filefoo stream, echo "foo" to a file in the /tmp/xd/input/filefoo directory, then verify:

xd: > | cat /tnp/xd/output/filefoo.out
conmand is:cat /tnp/xd/output/filefoo.out
foo

When you no longer need a composed module, you may delete it with the nodul e del et e shell
command. However, if that composed module is currently being used in one or more stream definitions,
Spring XD will not allow you to delete it until those stream definitions are destroyed. In this case, nodul e
del et e will fail as shown below:

xd: > nodul e del ete --nane sink:foo

16:51: 37,349 WARN Spring Shell client.RestTenpl ate: 566 - DELETE request for "http://|ocal host: 9393/

nodul es/ si nk/foo" resulted in 500 (Internal Server Error); invoking error handler

Command failed org. springfranework. xd.rest.client.inpl.SpringXDException: Cannot delete nodul e sink:foo
because it is used by [streamfilefoo, stream httpfoo]

As you can see, the failure message shows which stream(s) depend upon the composed module you
are trying to delete.

If you destroy both of those streams and try again, it will work:

xd: > stream destroy --nane fil efoo

Destroyed stream'fil efoo'

xd: > stream destroy --nane httpfoo

Destroyed stream' htt pfoo'

xd: > nodul e del ete --nane sink:foo

Successful ly destroyed nodule 'foo' with type sink
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When creating a module, if you duplicate the name of an existing module for the same type, you will
receive an error. In the example below the user tried to compose a tcp module, however one already
exists:

xd: >nodul e conpose tcp --definition "filter --expression=payl oad.contains('foo') | file"

14:52: 27,781 WARN Spring Shell client.RestTenpl ate: 566 - POST request for "http://

ec2-50- 16- 24- 31. conput e- 1. amazonaws. com 9393/ nodul es” resulted in 409 (Conflict); invoking error handler

Command failed org.springframework. xd.rest.client.inpl.SpringXDException: There is already a nodul e
named 'tcp' with type 'sink'

However, you can create a module for a given type even though a module of that name exists but as
a different type. For example: | can create a sink module named filter, even though filter already exists
as a processor.

Finally, it's worth mentioning that in some cases duplication may be avoided by reusing an actual stream
rather than a composed module. This is possible when named channels are used in the source and/or
sink position of a stream definition. For example, the same overall functionality as provided by the two
streams above could also be achieved as follows:

xd: > streamcreate foofilteredfile --definition "queue:foo > filter --expression=payl oad.contains('foo")
| file"

xd: > streamcreate httpfoo --definition "http > queue:foo"

xd: > streamcreate filefoo --definition "file > queue:foo0"

This approach is more appropriate for use-cases where individual streams on either side of the named
channel may need to be deployed or undeployed independently. Whereas the queue typed channel
will load-balance across multiple downstream consumers, the topic: prefix may be used if broadcast
behavior is needed instead. For more information about named channels, refer to the Named Channels
section.

10.7 Getting Information about Modules

To view the available modules use the the nodul e |i st command. Modules appearing with a (¢)
marker are composed modules. For example:

xd: >nodul e |ist
Sour ce Processor Si nk Job
file aggr egat or aggr egat e- count er filejdbc
genfire anal yti c- pnm count er ftphdfs
genfire-cq http-client fiel d-val ue-counter hdf sj dbc
http bri dge file hdf srongodb
j ms filter gauge j dbchdf s
mai | json-to-tuple genfire-json-server filepollhdfs
mot t obj ect-to-json genfire-server
post script j dbc
react or - sysl og splitter mai |
reactor-tcp transform ot t
sysl og-tcp (c) myfilter ri ch- gauge
sysl og- udp spl unk
tail tcp
tcp t hr oughput - sanpl er
tcp-client avro
trigger hdf s
twittersearch | og
twitterstream rabbi t
rabbi t router
time

To get information about a particular module (such as what options it accepts), use the nodul e i nf o
--<nodul e type>: <nbdul e nane> command. For example:
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xd: >nodul e info --name source:file
I nformati on about source nodule 'file':
Option Nane Descri ption
Default Type
dir the absolute path to the directory to nonitor for files <none>
String
pattern a filter expression (Ant style) to accept only files that match the pattern *
String
out put Type how thi s mbdul e should emit nessages it produces <none>
M meType
prevent Dupl i cates whether to prevent the same file from being processed tw ce true
bool ean
ref set to true to output the File object itself fal se
bool ean
fi xedDel ay the fixed delay polling interval specified in seconds 5
int
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11. Sources

11.1 Introduction

In this section we will show some variations on input sources. As a prerequisite start the XD Container
as instructed in the Getting Started page.

The Sources covered are

» Twitter Search
o Twitter Stream

* Gemfire Source
» Gemfire CQ

» Syslog

e TCP
e TCP Client
e Reactor IP

* JMS

* RabbitMQ

 Time

e MQTT
» Stdout Capture
» Kafka

» JDBC

* MongoDB

e Trigger
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Future releases will provide support for other currently available Spring Integration Adapters. For
information on how to adapt an existing Spring Integration Adapter for use in Spring XD see the section
Creating a Source Module.

The following sections show a mix of Spring XD shell and plain Unix shell commands, so if you are trying
them out, you should open two separate terminal prompts, one running the XD shell and one to enter
the standard commands for sending HTTP data, creating directories, reading files and so on.

11.2 HTTP

To create a stream definition in the server using the XD shell

xd: > streamcreate --nane httptest --definition "http | file" --deploy

Post some data to the http server on the default port of 9000

xd: > http post --target http://Ilocal host: 9000 --data "hello world"

See if the data ended up in the file

‘ $ cat /tnp/xd/ output/httptest

To send binary data, set the Cont ent - Type header to appl i cati on/ octet-string

‘ $ curl --data-binary @oo.zip -H Content-Type: application-octet-string' http://Iocal host: 9000

HTTP with options
The http source has the following options:

https
true for https:// (boolean, default: f al se)

maxContentLength
the maximum allowed content length (int, default: 1048576)

messageConverterClass
the name of a custom MessageConverter class, to convert HitpRequest to Message;
must have a constructor with a 'MessageBuilderFactory’ parameter (String, default:
org.springframework.integration.x. http. Nettyl nboundMessageConverter)

port
the port to listen to (int, default: 9000)

sslPropertiesLocation
location (resource) of properties containing the location of the pkcs12 keyStore and pass phrase
(String, default: cl asspat h: htt pSSL. properti es)

Here is an example

xd: > streamcreate --nane httptest9020 --definition "http --port=9020 | file" --deploy

Post some data to the new port

xd: > http post --target http://|ocal host:9020 --data "hello world"
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$ cat /tnp/xd/ output/httptest9020
hell o world

Note

When using ht t ps, you need to provide a properties file that references a pkcsl12 key store
(containing the server certificate(s)) and its passphrase. Setting - - ht t ps=t r ue enables https://
and the module looks for the SSL properties in resource cl asspat h: ht t pSSL. pr operti es.
This location can be overridden with the - - ssl Properti esLocati on property. For example:

xd: > streamcreate --nane https9021 --definition "http --port=9021 --https=true --
ssl PropertiesLocation=file:/secret/ssl.properties | file" --deploy

$ cat /secret/ssl.properties
keyStore=fil e:/secret/httpSource.pl2
keySt or e. passPhr ase=secr et

Since this properties file contains sensitive information, it will typically be secured by the operating
system with the XD container process having read access.

11.3 FTP

This source module supports transfer of files using the FTP protocol. Files are transferred from the
r enot e directory tothe | ocal directory where the module is deployed. Messages emitted by the source
are provided as a byte array by default. However, this can be customized using the - - node option:

» ref Provides aj ava. i o. Fi | e reference

 lines Will split files line-by-line and emit a new message for each line
» contents The default. Provides the contents of a file as a byte array
Options

The ftp source has the following options:

autoCreatelLocalDir
local directory must be auto created if it does not exist (boolean, default: t r ue)

clientMode
client mode to use : 2 for passive mode and O for active mode (int, default: 0)

deleteRemoteFiles
delete remote files after transfer (boolean, default: f al se)

filenamePattern
simple filename pattern to apply to the filter (String, default: *)

fixedDelay
the rate at which to poll the remote directory (int, default: 1)

host
the host name for the FTP server (String, default: | ocal host)
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initialDelay
an initial delay when using a fixed delay trigger, expressed in TimeUnits (seconds by default) (int,
default: 0)

localDir
set the local directory the remote files are transferred to (String, default: / t np/ xd/ f t p)

maxMessages
the maximum messages per poll; -1 for unlimited (long, default: - 1)

mode
specifies how the file is being read. By default the content of a file is provided as byte array
(FileReadingMode, default: cont ent s, possible values: ref, | i nes, contents)

password
the password for the FTP connection (Password, no default)

port
the port for the FTP server (int, default: 21)

preserveTimestamp
whether to preserve the timestamp of files retrieved (boolean, default: t r ue)

remoteDir
the remote directory to transfer the files from (String, default: /)

remoteFileSeparator
file separator to use on the remote side (String, default: /)

timeUnit
the time unit for the fixed and initial delays (String, default: SECONDS)

tmpFileSuffix
extension to use when downloading files (String, default: . t np)

username
the username for the FTP connection (String, no default)

11.4 SFTP

This source module supports transfer of files using the SFTP protocol. Files are transferred from the
r enot e directory to the | ocal directory where the module is deployed.

Messages emitted by the source are provided as a byte array by default. However, this can be
customized using the - - nbde option:

» ref Provides aj ava. i 0. Fi | e reference

* lines Will split files line-by-line and emit a new message for each line
» contents The default. Provides the contents of a file as a byte array
Options

The sftp source has the following options:
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autoCreatelLocalDir
if local directory must be auto created if it does not exist (boolean, default: t r ue)

deleteRemoteFiles
delete remote files after transfer (boolean, default: f al se)

fixedDelay
fixed delay in SECONDS to poll the remote directory (int, default: 1)

host
the remote host to connect to (String, default: | ocal host)

initialDelay
an initial delay when using a fixed delay trigger, expressed in TimeUnits (seconds by default) (int,
default: 0)

localDir
set the local directory the remote files are transferred to (String, default: / t mp/ xd/ out put)

maxMessages
the maximum messages per poll; -1 for unlimited (long, default: - 1)

mode
specifies how the file is being read. By default the content of a file is provided as byte array
(FileReadingMode, default: cont ent s, possible values: ref, | i nes, content s)

passPhrase
the passphrase to use (String, default: ™)

password
the password for the provided user (String, default: ™)

pattern
simple filename pattern to apply to the filter (String, no default)

port
the remote port to connect to (int, default: 22)

privateKey
the private key location (a valid Spring Resource URL) (String, default: ™)

regexPattern
filename regex pattern to apply to the filter (String, no default)

remoteDir
the remote directory to transfer the files from (String, no default)

timeUnit
the time unit for the fixed and initial delays (String, default: SECONDS)

tmpFileSuffix
extension to use when downloading files (String, default: . t np)

user
the username to use (String, no default)
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11.5 Tail

Make sure the default input directory exists

‘$ nkdir -p /tnp/xd/input

Create an empty file to tail (this is not needed on some platforms such as Linux)

‘$ touch /tnp/xd/input/tailtest

To create a stream definition using the XD shell

xd: > streamcreate --nane tailtest --definition "tail | file" --deploy

Send some text into the file being monitored

‘SB echo blah >> /tnp/xd/input/tailtest

See if the data ended up in the file

‘$ cat /tnp/xd/output/tailtest

Tail with options
The tail source has the following options:

delay
how often (ms) to poll for new lines (forces use of the Apache Tailer, requires nativeOptions=")
(long, no default)

fileDelay
on platforms that don't wait for a missing file to appear, how often (ms) to look for the file (long,
default: 5000)

fromEnd
whether to tail from the end (true) or from the start (false) of the file (forces use of the Apache Taliler,
requires nativeOptions=") (boolean, no default)

lines
the number of lines prior to the end of an existing file to tail; does not apply if 'nativeOptions' is
provided (int, default: 0)

name
the absolute path of the file to tail (String, default: / t np/ xd/ i nput/ <stream nane>)

nativeOptions
options for a native tail command; do not set and use 'end’, 'delay', and/or 'reOpen' to use the
Apache Tailer (String, no default)

reOpen
whether to reopen the file each time it is polled (forces use of the Apache Tailer, requires
nativeOptions=") (boolean, no default)

Here is an example

xd: > streamcreate --nane tailtest --definition "tail --nane=/tnp/foo | file --nanme=bar" --depl oy
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$ echo blah >> /tnp/foo

$ cat /tnp/xd/ out put/bar

Tail Status Events

Some platforms, such as linux, send status messages to st der r . The tail module sends these events
to a logging adapter, at WARN level; for example...

[ message=tail: cannot open “/tnp/xd/input/tailtest' for reading: No such file or directory, file=/tnp/
xd/input/tailtest]

[message=tail: “/tnp/xd/input/tailtest' has becone accessible, file=/tnp/xd/input/tailtest]

11.6 File

The file source provides the contents of a File as a byte array by default. However, this can be
customized using the - - nbde option:

» ref Provides aj ava. i 0. Fi | e reference
* lines Will split files line-by-line and emit a new message for each line
» contents The default. Provides the contents of a file as a byte array

To log the contents of a file create a stream definition using the XD shell

xd: > streamcreate --nane filetest --definition "file | log" --deploy

The file source by default will look into a directory named after the stream, in this case /tmp/xd/input/
filetest

Note the above will log the raw bytes. For text files, it is normally desirable to output the contents as
plain text. To do this, set the outputType parameter:

xd: > streamcreate --nane filetest --definition "file --outputType=text/plain | |og" --deploy

For more details on the use of the outputType parameter see Type Conversion

Copy a file into the directory / t np/ xd/ i nput/fil et est and observe its contents being logged in
the XD Container.

File with options

The file source has the following options:

dir
the absolute path to the directory to monitor for files (String, default: / t np/ xd/ i nput / <stream
nane>)

fixedDelay
the fixed delay polling interval specified in seconds (int, default: 5)

initialDelay
an initial delay when using a fixed delay trigger, expressed in TimeUnits (seconds by default) (int,
default: 0)
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maxMessages
the maximum messages per poll; -1 for unlimited (long, default: - 1)

mode
specifies how the file is being read. By default the content of a file is provided as byte array
(FileReadingMode, default: cont ent s, possible values: ref, | i nes, content s)

pattern
a filter expression (Ant style) to accept only files that match the pattern (String, default: *)

preventDuplicates
whether to prevent the same file from being processed twice (boolean, default: t r ue)

timeUnit
the time unit for the fixed and initial delays (String, default: SECONDS)

Ther ef option is useful in some cases in which the file contents are large and it would be more efficient
to send the file path.

11.7 Mail

Spring XD provides a source module for receiving emails, named nai | . Depending on the protocol
used, in can work by polling or receive mails as they become available.

Let's see an example:

xd: > streamcreate --nane mailstream--definition "mail --host=i map.gnail.com --usernanme=your. user
%40gmai | . com - - passwor d=password --port=993 | file" --deploy

One can also specify JavaMail properties as comma separated key=value pairs or as Spring supported
resource URL location for the properties file.

xd: > streamcreate --nane nailstream--definition "nail --host=inmap.gnail.com --usernane=your. user
%40gmai | . com - - passwor d=password -- port=993

--properties=nuil.debug=true | file" --deploy
xd: > streamcreate --nane mailstream--definition "mail --host=imap.gnail.com --usernanme=your. user
%0gmai | . com - - passwor d=password --port=993
--propertiesFile=file:/<path>/java-mail.properties | file" --deploy

If you are using i maps protocol, the mail source is configured to use these default properties:

mai | . i map. socket Fact ory. cl ass=j avax. net. ssl . SSLSocket Fact ory
mai | . i map. socket Factory. f al | back=f al se
mai | . store. protocol =i maps

Then send an email to yourself and you should see it appear inside a file at /t np/ xd/ out put/
mai | st ream

Note: If the username/password have special characters like @, <space> then you need to enter
appropriate unicode characters for them. For example the character @can be specified with its unicode
%10 as in the above definition.

The full list of options for the mai | source is below:

The mail source has the following options:
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charset
the charset used to transform the body of the incoming emails to Strings (String, default: UTF- 8)

delete
whether to delete the emails once they've been fetched (boolean, default: t r ue)

expression
a SpEL expression which filters which mail messages will be processed (non polling imap only)
(String, default: t r ue)

fixedDelay
the polling interval used for looking up messages (s) (int, default: 60)

folder
the folder to take emails from (String, default: | NBOX)

host
the hostname of the mail server (String, default: | ocal host)

markAsRead
whether to mark emails as read once they’'ve been fetched (boolean, default: f al se)

maxMessages
the maximum messages per poll; -1 for unlimited (long, default: 1)

password
the password to use to connect to the mail server (String, no default)

port
the port of the mail server (int, default: 25)

properties
comma separated JavaMail property values (String, no default)

propertiesFile
file to load the JavaMail properties (String, no default)

protocol
the protocol to use to retrieve messages (MailProtocol, default: i map, possible values:
i map, i maps, pop3, pop3s)

usePolling
whether to use polling or not (no polling works with imap(s) only) (boolean, default: f al se)

username
the username to use to connect to the mail server (String, no default)

Warning

Of special attention are the nar kAsRead and del et e options, which by default will delete the
emails once they are consumed. Itis hard to come up with a sensible default option for this (please
refer to the Spring Integration documentation section on mail handling for a discussion about this),
S0 just be aware that the default for XD is to delete incoming messages.
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11.8 Twitter Search

The twittersearch source runs a continuous query against Twitter.
The twittersearch source has the following options:

connectTimeout
the connection timeout for making a connection to Twitter (ms) (int, default: 5000)

consumerKey
a consumer key issued by twitter (String, no default)

consumerSecret
consumer secret corresponding to the consumer key (String, no default)

geocode
geo-location given as latitude,longitude,radius. e.g., '37.781157,-122.398720,1mi' (String, default:

)

includeEntities
whether to include entities such as urls, media and hashtags (boolean, default: t r ue)

language
language code e.g. 'en' (String, default: ™)

query
the query string (String, default: ™)

readTimeout
the read timeout for the underlying URLConnection to the twitter stream (ms) (int, default: 9000)

resultType
result type: recent, popular, or mixed (ResultType, default: ni xed, possible values:
nm xed, recent, popul ar)

For information on how to construct a query, see the Search API v1.1.

To get a consuner Key and consuner Secr et you need to register a twitter application. If you don't
already have one set up, you can create an app at the Twitter Developers site to get these credentials.

Tip

Forbothtwi ttersearchandtwi tterstreamyou can put these keys in a module properties
file instead of supplying them in the stream definition. If both sources share the same credentials, it
is easiest to configure the required credentials in conf i g/ nodul es/ nodul es. yri . Alternately,
each module has its own properties file. For twittersearch, the file would be conf i g/ nodul es/
source/twittersearch/tw ttersearch. properties.

To create and deploy a stream definition in the server using the XD shell:

xd: > streamcreate --nanme springone2gx --definition "twittersearch --query='#springone2gx' | file" --
depl oy

Let the twittersearch run for a little while and then check to see if some data ended up in the file
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$ cat /tnp/xd/ out put/springone2gx

Note

Bothtwittersearchandtw tterstreamemit JSON in the native Twitter format.

11.9 Twitter Stream

This source ingests data from Twitter’s streaming API v1.1. It uses the sample and filter stream endpoints
rather than the full "firehose" which needs special access. The endpoint used will depend on the
parameters you supply in the stream definition (some are specific to the filter endpoint).

You need to supply all keys and secrets (both consumer and accessToken) to authenticate for
this source, so it is easiest if you just add these to XD_HOVE/ confi g/ nodul es/ nodul es. ym or
XD_HOVE/ confi g/ nodul es/ source/twitterstreamtw tterstream properti es file.

Stream creation is then straightforward:

xd: > streamcreate --nane tweets --definition "twitterstream| file" --deploy

The twitterstream source has the following options:

accessToken
a valid OAuth access token (String, no default)

accessTokenSecret
an OAuth secret corresponding to the access token (String, no default)

connectTimeout
the connection timeout for making a connection to Twitter (ms) (int, default: 5000)

consumerKey
a consumer key issued by twitter (String, no default)

consumerSecret
consumer secret corresponding to the consumer key (String, no default)

delimited
set to true to get length delimiters in the stream data (boolean, default: f al se)

discardDeletes
set to discard 'delete’ events (boolean, default: t r ue)

filterLevel
controls which tweets make it through to the stream: none,low,or medium (FilterLevel, default:
none, possible values: none, | ow, medi um

follow
comma delimited set of user ids whose tweets should be included in the stream (String, default: ™)

language
language code e.g. 'en' (String, default: ™)

locations
comma delimited set of latitude/longitude pairs to include in the stream (String, default: ™)
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readTimeout
the read timeout for the underlying URLConnection to the twitter stream (ms) (int, default: 9000)

stallwWarnings
set to true to enable stall warnings (boolean, default: f al se)

track
comma delimited set of terms to include in the stream (String, default: ™)

Note: The options available are pretty much the same as those listed in the Twitter APl docs and unless
otherwise stated, the accepted formats are the same.

Note

Bothtwi ttersearchandtw tterstreamemitJSON in the native Twitter format.

11.10 GemFire Source

This source configures a client cache and client region, along with the necessary subscriptions enabled,
in the XD container process along with a Spring Integration GemFire inbound channel adapter, backed
by a CacheListener that outputs messages triggered by an external entry event on the region. By default
the payload contains the updated entry value, but may be controlled by passing in a SpEL expression
that uses the EntryEvent as the evaluation context.

Tip
If native gemfire properties are required to configure the client cache, e.g., for security, place a
genfire. properti es file in $XD_HOME/config.

Options

The gemfire source has the following options:

cacheEventExpression
an optional SpEL expression referencing the event (String, default: newval ue)

host
host name of the cache server or locator (if useLocator=true). May be a comma delimited list (String,
no default)

port
port of the cache server or locator (if useLocator=true). May be a comma delimited list (String, no
default)

regionName
the name of the region for which events are to be monitored (String, default: <st r eam nane>)

uselLocator
indicates whether a locator is used to access the cache server (boolean, default: f al se)

Example

Use of the gemfire source requires an external process (or a separate stream) that creates or updates
entries in a GemkFire region configured for a cache server. Such events may feed a Spring XD stream.
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To support such a stream, the Spring XD container must join a GemFire distributed client-server grid as
a client, creating a client region corresponding to an existing region on a cache server. The client region
registers a cache listener via the Spring Integration GemFire inbound channel adapter. The client region
and pool are configured for a subscription on all keys in the region.

The following example creates two streams: One to write http messages to a Gemfire region named
Stocks, and another to listen for cache events and record the updates to a file. This works with the
Cache Server and sample configuration included with the Spring XD distribution:

xd: > streamcreate --nane gftest --definition "genfire --regi onNane=Stocks | file" --deploy
xd: > streamcreate --nane stocks --definition "http --port=9090 | genfire-json-server --
regi onNanme=St ocks - - keyExpressi on=payl oad. getFi el d(' synbol ' )" --depl oy

Now send some messages to the stocks stream.

xd: > http post --target http://local host:9090 --data {"synbol ":"FAKE", "price": 73}
xd: > http post --target http://local host: 9090 --data {"synbol ":"FAKE", "price": 78}
xd: > http post --target http://local host:9090 --data {"synbol ":"FAKE", "pri ce": 80}

Note

Avoid spaces in the JSON when using the shell to post data

As updates are posted to the cache you should see them captured in the output file:

$ cat /tnp/xd/output/gftest. out

{"synbol ": "FAKE", "price": 73}
{"synbol ":"FAKE", "price": 78}
{"synbol ":"FAKE", "price": 80}

Note

The uselLocat or option is intended for integration with an existing GemFire installation in which
the cache servers are configured to use locators in accordance with best practice. GemFire
supports configuration of multiple locators (or direct server connections) and this is specified by
supplying comma-delimited values for the host and port options. You may specify a single value
for either of these options otherwise each value must contain the same size list. The following are
examples are valid for multiple connection addresses:

genfire --host=nyhost --port=10334, 10335
genfire --host=nyhost1, nyhost2 --port=10334
genfire --host=nyhost 1, nyhost 2, nyhost 3 --port=10334, 10335, 10336

The last example creates connections to myhost1:10334, myhost2:10335, myhost3:10336

Note

You may also configure default Gemfire connection settings for all gemfire modules in confi g
\ nodul es. ynl :

genfire:
uselLocator: true
host: nyhost 1, nyhost 2
port: 10334
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Tip

If you are deploying on Java 7 or earlier and need to deploy more than 4 Gemfire modules be sure
to increase the permsize of the singlenode or container. i.e. JAVA_OPTS="-XX:PermSize=256m"

Launching the XD GemFire Server

This source requires a cache server to be running in a separate process and its host and port, or a
locator host and port must be configured. The XD distribution includes a GemFire server executable
suitable for development and test purposes. This is a Java main class that runs with a Spring configured
cache server. The configuration is passed as a command line argument to the server’'s main method.
The configuration includes a cache server port and one or more configured region. XD includes a sample
cache configuration called cg-demo. This starts a server on port 40404 and creates a region named
Stocks. A Logging cache listener is configured for the region to log region events.

Run Gemfire cache server by changing to the gemfire/bin directory and execute

‘ $ ./genfire-server ../config/cq-dem. xni

11.11 GemFire Continuous Query

Continuous query allows client applications to create a GemFire query using Object Query
Language(OQL) and register a CQ listener which subscribes to the query and is notified every time the
query’s result set changes. The gemfire_cq source registers a CQ which will post CQEvent messages
to the stream.

Options
The gemfire-cq source has the following options:

host
host name of the cache server or locator (if useLocator=true). May be a comma delimited list (String,
no default)

port
port of the cache server or locator (if useLocator=true). May be a comma delimited list (String, no
default)

query
the query string in Object Query Language (OQL) (String, no default)

uselLocator
indicates whether a locator is used to access the cache server (boolean, default: f al se)

The example is similar to that presented for the gemfire source above, and requires an external cache
server as described in the above section. In this case the query provides a finer filter on data events.
In the example below, the cqt est stream will only receive events matching a single ticker symbol,
whereas the gf t est stream example above will receive updates to every entry in the region.

xd: > streamcreate --nane stocks --definition "http --port=9090 | genfire-json-server --

regi onName=St ocks - - keyExpressi on=payl oad. get Fi el d(' synbol ' )" --depl oy

xd: > streamcreate --nanme cqtest --definition "genfire-cq --query=" Select * from/Stocks where
synbol ="' FAKE' '" | file" --deploy

Now send some messages to the stocks stream.
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xd: > http post --target http://local host: 9090 --data {"synbol ":"FAKE", "price": 73}
xd: > http post --target http://local host: 9090 --data {"synbol ":"FAKE", "price": 78}
xd:> http post --target http://local host:9090 --data {"synbol ":"FAKE", "price": 80}

The cqtest stream is now listening for any stock quote updates for the ticker symbol FAKE. As updates
are posted to the cache you should see them captured in the output file:

$ cat /tnp/xd/ output/cqtest.out

{"synbol ": "FAKE", "price": 73}
{"synbol ": "FAKE", "price": 78}
{"synbol ": "FAKE", "price": 80}

11.12 Syslog

Three syslog sources are provided: r eact or - sysl og, sysl og- udp, and sysl og-t cp. The reactor-
syslog adapter uses tcp and builds upon the functionality available in the Reactor project and provides
improved throughput over the syslog-tcp adapter.

The reactor-syslog source has the following options:

port
the port on which the system will listen for syslog messages (int, default: 5140)

The syslog-udp source has the following options:

port
the port on which to listen (int, default: 5140)

rfc
the format of the syslog (String, default: 3164)

The syslog-tcp source has the following options:

nio
use nio (recommend false for a small number of senders, true for many) (boolean, default: f al se)

port
the port on which to listen (int, default: 5140)

rfc
the format of the syslog (String, default: 3164)

To create a stream definition (using shell command)

xd: > stream create --nane syslogtest --definition "reactor-syslog --port=5140 | file" --depl oy
or

xd: > streamcreate --nane syslogtest --definition "syslog-udp --port=5140 | file" --deploy
or

xd: > streamcreate --nane syslogtest --definition "syslog-tcp --port=5140 | file" --deploy

(- - port is not required when using the default 5140)
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Send a test message to the syslog

| ogger -p local3.info -t TESTING "Test Syslog Message"

See if the data ended up in the file

‘ $ cat /tnp/xd/output/sysl ogtest

Refer to your syslog documentation to configure the syslog daemon to forward syslog messages to the
stream; some examples are:

UDP - Mac OSX (syslog.conf) and Ubuntu (rsyslog.conf)

8,9 @ ocal host : 5140

TCP - Ubuntu (rsyslog.conf)

$ModLoad onf wd
&3, 9 @ ocal host : 5140

Restart the syslog daemon after reconfiguring.

11.13 TCP

The t cp source acts as a server and allows a remote party to connect to XD and submit data over a
raw tcp socket.

To create a stream definition in the server, use the following XD shell command

xd: > streamcreate --nane tcptest --definition "tcp | file" --deploy

This will create the default TCP source and send data read from it to the t cpt est file.

TCP is a streaming protocol and some mechanism is needed to frame messages on the wire. A number
of decoders are available, the default being CRLF which is compatible with Telnet.

$ telnet |ocal host 1234
Trying ::1...

Connected to | ocal host.
Escape character is '""]".
foo

"]

tel net> quit
Connection cl osed.

See if the data ended up in the file

$ cat /tnp/xd/ output/tcptest

By default, the TCP module will emit a byt e[ ] ; to convert to a String, add - - out put Type=t ext/
pl ai n to the module definition.

TCP with options

The tcp source has the following options:

bufferSize
the size of the buffer (bytes) to use when encoding/decoding (int, default: 2048)
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charset
the charset used when converting from bytes to String (String, default: UTF- 8)

decoder

the decoder to use when receiving messages (Encoding, default: CRLF, possible values:

CRLF, LF, NULL, STXETX, RAW L1, L2, L4)
nio
whether or not to use NIO (boolean, default: f al se)

port
the port on which to listen (int, default: 1234)

reverseLookup
perform a reverse DNS lookup on the remote IP Address (boolean, default: f al se)

socketTimeout
the timeout (ms) before closing the socket when no data is received (int, default: 120000)

useDirectBuffers
whether or not to use direct buffers (boolean, default: f al se)

Available Decoders
Text Data

CRLF (default)
text terminated by carriage return (0x0d) followed by line feed (0x0a)

LF
text terminated by line feed (0x0a)

NULL
text terminated by a null byte (0x00)

STXETX
text preceded by an STX (0x02) and terminated by an ETX (0x03)
Text and Binary Data

RAW
no structure - the client indicates a complete message by closing the socket

L1
data preceded by a one byte (unsigned) length field (supports up to 255 bytes)

L2
data preceded by a two byte (unsigned) length field (up to 2161 bytes)

L4
data preceded by a four byte (signed) length field (up to 231 bytes)

Examples

The following examples all use echo to send data to net cat which sends the data to the source.

The echo options - en allows echo to interpret escape sequences and not send a newline.
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CRLF Decoder.

xd: > streamcreate --nane tcptest --definition "tcp | file" --deploy

This uses the default (CRLF) decoder and port 1234; send some data

‘$ echo -en 'foobar\r\n' | netcat |ocal host 1234

See if the data ended up in the file

‘SS cat /tnp/xd/ output/tcptest

LF Decoder.
xd: > streamcreate --nane tcptest2 --definition "tcp --decoder=LF --port=1235 | file" --deploy
‘SB echo -en 'foobar\n' | netcat |ocal host 1235

‘ $ cat /tnp/xd/output/tcptest2

NULL Decoder.

xd: > streamcreate --nane tcptest3 --definition "tcp --decoder=NULL --port=1236 | file" --deploy

‘$ echo -en 'foobar\x00" | netcat |ocal host 1236

‘ $ cat /tnp/xd/ output/tcptest3

STXETX Decoder.

xd: > streamcreate --nane tcptest4 --definition "tcp --decoder=STXETX --port=1237 | file" --deploy

‘$ echo -en '\ x02foobar\x03' | netcat |ocal host 1237

‘ $ cat /tnp/xd/output/tcptests

RAW Decoder.

xd: > streamcreate --nane tcptest5 --definition "tcp --decoder=RAW --port=1238 | file" --depl oy

‘$ echo -n 'foobar' | netcat |ocal host 1238

‘ $ cat /tnp/xd/output/tcptest5

L1 Decoder.
xd: > streamcreate --nane tcptest6 --definition "tcp --decoder=L1 --port=1239 | file" --deploy
‘$ echo -en '\x06foobar’ | netcat |ocal host 1239

‘ $ cat /tnp/xd/ output/tcptest6

L2 Decoder.
xd: > streamcreate --nane tcptest7 --definition "tcp --decoder=L2 --port=1240 | file" --depl oy
‘$ echo -en '\x00\x06foobar' | netcat |ocal host 1240

‘ $ cat /tnp/xd/output/tcptest?
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L4 Decoder.

xd: > streamcreate --nane tcptest8 --definition "tcp --decoder=L4 --port=1241 | file" --depl oy

‘$ echo -en '\x00\x00\ x00\ x06f oobar' | netcat |ocal host 1241

‘$ cat /tnp/xd/output/tcptest8

Binary Data Example

xd: > streamcreate --nane tcptest9 --definition "tcp --decoder=L1 --port=1242 | file --binary=true" --
depl oy

Note that we configure the fi | e sink with bi nar y=t r ue so that a newline is not appended.

‘$ echo -en '\x08foo\x00bar\x0b' | netcat |ocal host 1242

$ hexdunp -C /tnp/xd/ out put/tcptest9
00000000 66 6f 6f 00 62 61 72 Ob | f 0o. bar.
00000008

11.14 TCP Client

Thet cp- cl i ent source module uses raw tcp sockets, as does the t cp module but contrary to the t cp
module, acts as a client. Whereas the t cp module will open a listening socket and wait for connections
from a remote party, the t cp-client will initiate the connection to a remote server and emit as
messages what that remote server sends over the wire. As an optional feature, the t cp-cl i ent can
itself emit messages to the remote server, so that a simple conversation can take place.

TCP Client options
The tcp-client source has the following options:

bufferSize
the size of the buffer (bytes) to use when encoding/decoding (int, default: 2048)

charset
the charset used when converting from bytes to String (String, default: UTF- 8)

close
whether to close the socket after each message (boolean, default: f al se)

decoder
the decoder to use when receiving messages (Encoding, default: CRLF, possible values:
CRLF, LF, NULL, STXETX, RAW L1, L2, L4)

encoder
the encoder to use when sending messages (Encoding, default: CRLF, possible values:
CRLF, LF, NULL, STXETX, RAW L1, L2, L4)

expression
a SpEL expression used to transform messages (String, default: payl oad. toStri ng())

fixedDelay
the rate at which stimulus messages will be emitted (seconds) (int, default: 5)
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host
the remote host to connect to (String, default: | ocal host)

maxMessages
the maximum messages per poll; -1 for unlimited (long, default: 1)

nio

whether or not to use NIO (boolean, default: f al se)
port

the port on the remote host to connect to (int, default: 1234)
propertiesLocation

the path of a properties file containing custom script variable bindings (String, no default)
reverseLookup

perform a reverse DNS lookup on the remote IP Address (boolean, default: f al se)
script

reference to a script used to process messages (String, no default)

socketTimeout
the timeout (ms) before closing the socket when no data is received (int, default: 120000)

useDirectBuffers
whether or not to use direct buffers (boolean, default: f al se)

variables
variable bindings as a comma delimited string of name-value pairs, e.g., 'foo=bar,baz=car' (String,
no default)

Implementing a simple conversation

That "stimulus" counter concept bears some explanation. By default, the module will emit (at interval set
by f i xedDel ay) an incrementing number, starting at 1. Given that the default is to use an expr essi on
of payl oad. t oSt ri ng(), this results in the module sending 1, 2, 3, ... tothe remote server.

By using another expression, or more certainly a scri pt, one can implement a simple conversation,
assuming it is time based. As an example, let's assume we want to join some kind of chat server where
one first needs to authenticate, then specify which rooms to join. Lastly, all clients are supposed to send
some keepalive commands to make sure that the connection is open.

The following groovy script could be used to that effect:

def commands = ['', // index O is not used
'LOG N user =j ohndoe', // first command sent
"JO N weat her',

'JA N news'

'*JO N gossi p'

]

/1 payload will contain an incrementing counter, starting at 1
if (commands. size > payl oad)

return commands[ payl oad] + "\n"
el se

return "PINGNn" // send keep alive after 4th 'real' comand
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11.15 Reactor IP

The r eact or - i p source acts as a server and allows a remote party to connect to XD and submit data
over a raw TCP or UDP socket. The reactor-ip source differs from the standard tcp source in that it
is based on the Reactor Project and can be configured to use the LMAX Disruptor RingBuffer library
allowing for extremely high ingestion rates, e.g. ~ 1M/sec.

To create a stream definition use the following XD shell command

xd: > streamcreate --nane tcpReactor --definition "reactor-ip | file" --deploy

This will create the reactor TCP source and send data read from it to the file named tcpReactor.
The reactor-ip source has the following options:

codec
codec used to transcode data (String, default: stri ng)

dispatcher
type of Reactor Dispatcher to use (String, default: shar ed)

framing
method of framing the data (String, default: | i nef eed)

host
host to bind the server to (String, default: 0. 0. 0. 0)

lengthFieldLength
byte precision of the number used in the length field (int, default: 4)

port
port to bind the server to (int, default: 3000)

transport
whether to use TCP or UDP as a transport protocol (String, no default)

11.16 RabbitMQ

The "rabbit" source enables receiving messages from RabbitMQ.
The following example shows the default settings.

Configure a stream:

xd: > streamcreate --nane rabbittest --definition "rabbit | file --binary=true" --deploy

This receives messages from a queue named r abbi t t est and writes them to the default file sink (/
t np/ xd/ out put/ rabbi tt est . out). It uses the default RabbitMQ broker running on localhost, port
5672.

The queue(s) must exist before the stream is deployed. We do not create the queue(s) automatically.
However, you can easily create a Queue using the RabbitMQ web Ul. Then, using that same Ul, you
can navigate to the "rabbittest” Queue and publish test messages to it.
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Notice that the fi | e sink has - - bi nar y=t r ue; this is because, by default, the data emitted by the
source will be bytes. This can be modified by setting the cont ent _t ype property on messages to
t ext/ pl ai n. In that case, the source will convert the message to a St ri ng; you can then omit the - -
bi nar y=t r ue and the file sink will then append a newline after each message.

To destroy the stream, enter the following at the shell prompt:

xd: > stream destroy --nanme rabbittest

RabbitMQ with Options
The rabbit source has the following options:

ackMode
the acknowledge mode (AUTO, NONE, MANUAL) (String, default: AUTO)

addresses
a comma separated list of ‘host[:port]' addresses (String, default:
${spring. rabbit ny. addr esses})

concurrency
the minimum number of consumers (int, default: 1)

converterClass
the class name of the message converter (String, default:
org. spri ngframewor k. amgp. support. converter. Si npl eMessageConverter)

enableRetry
enable retry; when retries are exhausted the message will be rejected; message disposition will
depend on dead letter configuration (boolean, default: f al se)

initialRetryInterval
initial interval between retries (int, default: 1000)

mappedRequestHeaders
request message header names to be propagated to/from the adpater/gateway (String, default:
STANDARD REQUEST_HEADERS)

maxAttempts
maximum delivery attempts (int, default: 3)

maxConcurrency
the maximum number of consumers (int, default: 1)

maxRetrylnterval
maximum retry interval (int, default: 30000)

password
the password to use to connect to the broker (String, default: ${ spri ng. r abbi t ng. passwor d})

prefetch
the prefetch size (int, default: 1)

queues
the queue(s) from which messages will be received (String, default: <st r eam name>)
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requeue
whether rejected messages will be requeued by default (boolean, default: t r ue)

retryMultiplier
retry interval multiplier (double, default: 2. 0)

sslPropertiesLocation
resource containing SSL properties (String, default: ${ spri ng. r abbi t ng. ssl Properti es})

transacted
true if the channel is to be transacted (boolean, default: f al se)

txSize
the number of messages to process before acking (int, default: 1)

useSSL
true if SSL should be used for the connection (String, default: ${ spri ng. r abbi t ng. useSSL})

username
the username  to use to connect to  the broker  (String, default:
${spring. rabbitng. user nane})

vhost
the RabbitMQ virtual host to use (String, default: ${ spri ng. rabbi t my. vi rt ual _host})

See the RabbitMQ MessageBus Documentation for more information about SSL configuration.

A Note About Retry

Note

With the default ackMode (AUTO) and requeue (true) options, failed message deliveries will be
retried indefinitely. Since there is not much processing in the rabbit source, the risk of failure in the
source itself is small. However, when using the LocalMessageBus or Direct Binding, exceptions
in downstream modules will be thrown back to the source. Setting requeue to false will cause
messages to be rejected on the first attempt (and possibly sent to a Dead Letter Exchange/Queue
if the broker is so configured). The enableRetry option allows configuration of retry parameters
such that a failed message delivery can be retried and eventually discarded (or dead-lettered)
when retries are exhausted. The delivery thread is suspended during the retry interval(s). Retry
options are enableRetry, maxAttempts, initialRetryInterval, retryMultiplier, and maxRetryInterval.
Message deliveries failing with a MessageConversionException (perhaps when using a custom
converterClassName) are never retried; the assumption being that if a message could not be
converted on the first attempt, subsequent attempts will also fail. Such messages are discarded
(or dead-lettered).

11.17 IMS

The "jms" source enables receiving messages from JMS.
The following example shows the default settings.

Configure a stream:

xd: > streamcreate --nane jnstest --definition "jms | file" --deploy
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This receives messages from a queue named j nst est and writes them to the default file sink (/ t np/
xd/ out put /j nst est). It uses the default ActiveMQ broker running on localhost, port 61616.

To destroy the stream, enter the following at the shell prompt:

xd: > stream destroy --nane jnstest

To test the above stream, you can use something like the following...

public class Broker {

public static void main(String[] args) throws Exception {
Br oker Servi ce broker = new Broker Service();
br oker . set Br oker Nanme( " br oker ") ;
String brokerURL = "tcp://local host: 61616";
br oker . addConnect or ( br oker URL) ;
broker.start();
ConnectionFactory cf = new ActiveMXonnectionFactory(broker URL);
JnsTenpl ate tenplate = new JnsTenpl ate(cf);
while (Systemin.read() >= 0) {

tenpl at e. convert AndSend("j nstest"”, "testFoo");

}

}

}

andtail -f /tnp/xd/output/jnstest

Run this as a Java application; each time you hit <enter> in the console, it will send a message to queue
j mst est.

The out of the box configuration is setup to use ActiveMQ. To use another JMS provider you will need
to update a few files in the XD distribution. There are sample files for HornetMQ in the distribution as
an example for you to follow. You will also need to add the appropriate libraries for your provider in the
JMS module lib directory or in the main XD lib directory.

JMS with Options

The jms source has the following options:

acknowledge
the session acknowledge mode (String, default: aut o)

clientld
an identifier for the client, to be associated with a durable topic subscription (String, no default)

destination
the destination name from which messages will be received (String, default: <st r eam nane>)

durableSubscription
when true, indicates the subscription to a topic is durable (boolean, default: f al se)

provider
the JMS provider (String, default: acti vemq)

pubSub
when true, indicates that the destination is a topic (boolean, default: f al se)

subscriptionName
a name that will be assigned to the topic subscription (String, no default)
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Note

the selected broker requires an infrastructure configuration file | ms-<provi der>-
infrastructure-context.xm in nodul es/ cormon. This is used to declare any
infrastructure beans needed by the provider. See the default (j nms-activeng-
infrastructure-context.xm) for an example. Typically, all that is required
is a ConnectionFactory. The activemq provider uses a properties file | ms-
acti veng. properties which can be found in the conf i g directory. This contains the broker
URL.

11.18 Time

The time source will simply emit a String with the current time every so often.
The time source has the following options:

fixedDelay
time delay between messages, expressed in TimeUnits (seconds by default) (int, default: 1)

format

how to render the current time, using SimpleDateFormat (String, default: yyyy- VMM dd

HH: mm ss)

initialDelay

an initial delay when using a fixed delay trigger, expressed in TimeUnits (seconds by default) (int,

default: 0)

maxMessages
the maximum messages per poll; -1 for unlimited (long, default: 1)

timeUnit
the time unit for the fixed and initial delays (String, default: SECONDS)

11.19 MQTT

The mqtt source connects to an mqtt server and receives telemetry messages.
Configure a stream:

xd: > streamcreate tcptest --definition "mgtt --url="tcp://local host: 1883" --topics=' xd.ngtt.test'
1 og" --depl oy

If you wish to use the MQTT Source defaults you can execute the command as follows:

xd:> streamcreate tcptest --definition "ngtt | |og" --deploy
Options
The mqtt source has the following options:

binary
true to leave the payload as bytes (boolean, default: f al se)

charset
the charset used to convert bytes to String (when binary is false) (String, default: UTF- 8)
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cleanSession
whether the client and server should remember state across restarts and reconnects (boolean,
default: tr ue)

clientld
identifies the client (String, default: xd. gt t. client.id. src)

connectionTimeout
the connection timeout in seconds (int, default: 30)

keepAlivelnterval
the ping interval in seconds (int, default: 60)

password
the password to use when connecting to the broker (String, default: guest)

persistence
'memory' or file' (String, default: menory)

persistenceDirectory
file location when using ‘file' persistence (String, default: / t np/ paho)

gos
the qos; a single value for all topics or a comma-delimited list to match the topics (String, default: 0)

topics
the topic(s) (comma-delimited) to which the source will subscribe (String, default: xd. nqt t . t est)

url
location of the mqtt broker(s) (comma-delimited list) (String, default: t cp: / /| ocal host: 1883)

username
the username to use when connecting to the broker (String, default: guest)

Note

The defaults are set up to connect to the RabbitMQ MQTT adapter on localhost.

11.20 Stdout Capture

There isn’t actually a source named "stdin" but it is easy to capture stdin by redirecting itto at cp source.
For example if you wanted to capture the output of a command, you would first create the t cp stream,
as above, using the appropriate sink for your requirements:

xd: > streamcreate tcpforstdout --definition "tcp --decoder=LF | |og" --deploy

You can then capture the output from commands using the net cat command:

‘SB cat nylog.txt | netcat |ocal host 1234

11.21 Kafka

This source module ingests data from a single or comma separated list of Kafka topics. When using
single topic configuration, one can also specify explicit partitionslistandinitial offset
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to fetch data from. Also note that for the stream with the given nane or kafka source with the given
gr oupl d, the offsets for the configured topics aren’t deleted when the stream is undeployed/destroyed.
This allows the re-deployed stream read from where it left when it was undeployed/destroyed.

The kafka source has the following options:

autoOffsetReset
strategy to reset the offset when there is no initial offset in ZK or if an offset is out of range
(AutoOffsetResetStrategy, default: smal | est, possible values: smal | est, | ar gest)

encoding
string encoder to translate bytes into string (String, default: UTF8)

fetchMaxBytes
max messages to attempt to fetch for each topic-partition in each fetch request (int, default:
1048576)

fetchMaxWait
max wait time before answering the fetch request (int, default: 100)

fetchMinBytes
the minimum amount of data the server should return for a fetch request (int, default: 1)

groupld
kafka consumer configuration group id (String, default: <st r eam nane>)

initialOffsets
comma separated list of <partition>@<offset> pairs indicating where the source should start
consuming from (String, default: ™)

kafkaOffsetTopicBatchBytes

maximum batched bytes for writes to offset topic, if Kafka offset strategy is chosen (int, default:
200)

kafkaOffsetTopicBatchTime
maximum time for batching writes to offset topic, if Kafka offset strategy is chosen (int, default:
1000)

kafkaOffsetTopicMaxSize
maximum size of reads from offset topic, if Kafka offset strategy is chosen (int, default: 1048576)

kafkaOffsetTopicName
name of the offset topic, if Kafka offset strategy is chosen (String, default: <stream nane>-
${ xd. nodul e. nane} - of f set s)

kafkaOffsetTopicRequiredAcks
required acks for writing to the Kafka offset topic, if Kafka offset strategy is chosen (int, default: 1)

kafkaOffsetTopicRetentionTime
retention time for dead records (tombstones), if Kafka offset strategy is chosen (int, default: 60000)

kafkaOffsetTopicSegmentSize
segment size of the offset topic, if Kafka offset strategy is chosen (int, default: 262144000)
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offsetStorage
strategy for persisting offset values (OffsetStorageStrategy, default: kaf ka, possible values:
i nmenory, redi s, kaf ka)

offsetUpdateCount
frequency, in number of messages, with which offsets are persisted, per concurrent processor,
mutually exclusive with the time-based offset update option (use 0 to disable either) (int, default: 0)

offsetUpdateShutdownTimeout
timeout for ensuring that all offsets have been written, on shutdown (int, default: 2000)

offsetUpdate TimeWindow
frequency (in milliseconds) with which offsets are persisted mutually exclusive with the count-based
offset update option (use 0 to disable either) (int, default: 20000)

partitions
comma separated list of partition IDs to listen on (String, default: ™)

gueuesSize
the maximum number of messages held internally and waiting for processing, per concurrent
handler. Value must be a power of 2 (int, default: 8192)

socketBufferBytes
socket receive buffer for network requests (int, default: 2097152)

socketTimeout
sock timeout for network requests in milliseconds (int, default: 30000)

streams
number of streams in the topic (int, default: 1)

topic
single topic name (String, default: ™)

topics
comma separated kafka topic names (String, default: ™)

zkconnect
zookeeper connect string (String, default: | ocal host : 2181)

zkconnectionTimeout
the max time the client waits to connect to ZK in milliseconds (int, default: 6000)

zksessionTimeout
zookeeper session timeout in milliseconds (int, default: 6000)

zksyncTime
how far a ZK follower can be behind a ZK leader in milliseconds (int, default: 2000)

Configure a stream that has kafka source with a single topic:

xd: > stream create nyKaf kaSourcel --definition "kafka --zkconnect=l ocal host: 2181 --topic=nytopic | |og"
--depl oy

Configure a stream that has kafka source with a multiple topics:
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xd: > stream create nyKaf kaSource2 --definition "kafka --zkconnect=l ocal host: 2181 --
t opi cs=nytopi cl, nytopic2 | |og" --deploy

11.22 JDBC Source

This source module supports the ability to ingest data directly from various databases. It does this by
guerying the database and sending the results as messages to the stream.

Configure a stream with a jdbc source using a query:

xd: > streamcreate foo --definition "jdbc --fixedDel ay=1 --split=1 --url=jdbc: hsqgldb:hsql://
| ocal host: 9101/ nydb --query='"select * fromtestfoo' |log" --deploy

In the example above the user will be polling the testfoo table to retrieve all the rows in the table once
a second until the stream is undeployed or destroyed.

Configure a stream with a jdbc source using a query and update:

xd: > streamcreate foo --definition "jdbc --fixedDelay=1 --split=1 --url=jdbc: hsql db: hsql : //
| ocal host: 9101/ nydb --query="select * fromtestfoo where tag = 0' --update='update testfoo set tag=1
where fooid in (:fooid)'|log" --deploy

In the example above the user will be polling the testfoo table to retrieve rows in the table that have a
"tag" of zero. The update will set the value of tag to 1 for the rows that were retrieved, thus rows that
have already been retrieved will not included in future queries.

The jdbc source has the following options:

abandonWhenPercentageFull
connections that have timed out wont get closed and reported up unless the number of connections
in use are above the percentage (int, default: 0)

alternateUsernameAllowed
uses an alternate user name if connection fails (boolean, default: f al se)

connectionProperties
connection properties that will be sent to our JDBC driver when establishing new connections
(String, no default)

driverClassName
the JDBC driver to use (String, no default)

fairQueue
set to true if you wish that calls to getConnection should be treated fairly in a true FIFO fashion
(boolean, default: t r ue)

fixedDelay
how often to poll for new messages (s) (int, default: 5)

initSQL

custom query to be run when a connection is first created (String, no default)
initialSize

initial number of connections that are created when the pool is started (int, default: 0)
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jdbcinterceptors
semicolon separated list of classnames extending org.apache.tomcat.jdbc.pool.JdbcInterceptor
(String, no default)

jmxEnabled
register the pool with IMX or not (boolean, default: t r ue)

logAbandoned
flag to log stack traces for application code which abandoned a Connection (boolean, default:
fal se)

maxActive
maximum number of active connections that can be allocated from this pool at the same time (int,
default: 100)

maxAge
time in milliseconds to keep this connection (int, default: 0)

maxldle
maximum number of connections that should be kept in the pool at all times (int, default: 100)

maxMessages
the maximum messages per poll; -1 for unlimited (long, default: 1)

maxRowsPerPoll
max numbers of rows to process for each poll (int, default: 0)

maxWait
maximum number of milliseconds that the pool will wait for a connection (int, default: 30000)

minEvictableldleTimeMillis
minimum amount of time an object may sit idle in the pool before it is eligible for eviction (int, default:
60000)

minldle
minimum number of established connections that should be kept in the pool at all times (int, default:
10)

password
the JDBC password (Password, no default)

query
an SQL select query to execute to retrieve new messages when polling (String, no default)

removeAbandoned
flag to remove abandoned connections if they exceed the removeAbandonedTimout (boolean,
default: f al se)

removeAbandonedTimeout
timeout in seconds before an abandoned connection can be removed (int, default: 60)

split
whether to split the SQL result as individual messages (boolean, default: t r ue)
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suspectTimeout
this simply logs the warning after timeout, connection remains (int, default: 0)

testOnBorrow
indication of whether objects will be validated before being borrowed from the pool (boolean,
default: f al se)

testOnReturn
indication of whether objects will be validated before being returned to the pool (boolean, default:
fal se)

testWhileldle
indication of whether objects will be validated by the idle object evictor (boolean, default: f al se)

timeBetweenEvictionRunsMillis
number of milliseconds to sleep between runs of the idle connection validation/cleaner thread (int,
default: 5000)

update
an SQL update statement to execute for marking polled messages as 'seen' (String, no default)

url
the JDBC URL for the database (String, no default)

useEquals
true if you wish the ProxyConnection class to use String.equals (boolean, default: t r ue)

username
the JDBC username (String, no default)

validationInterval
avoid excess validation, only run validation at most at this frequency - time in milliseconds (long,
default: 30000)

validationQuery
sgl query that will be used to validate connections from this pool (String, no default)

validatorClassName
name of a class which implements the org.apache.tomcat.jdbc.pool.Validator (String, no default)

11.23 MongoDB Source

The MongoDB source allows one to query a MongoDB collection and emit messages for each and
every matching result. This source works by regularly polling MongoDB and emitting the result list, as
independent objects. If spl i t is setto f al se, the whole list is emitted as payload.

Here is an example:

xd: > streamcreate foo --definition "nongodb --collectionNane=orders --fixedDel ay=1 | |o0g" --deploy

The mongodb source has the following options:

authenticationDatabaseName
the MongoDB authentication database used for connecting (String, default: ™)

1.2.0.RC1 Spring XD 161



Spring XD Guide

collectionName
the MongoDB collection to read from (String, default: <st r eam nanme>)

databaseName
the MongoDB database name (String, default: xd)

fixedDelay
the time delay between polls for data, expressed in TimeUnits (seconds by default) (int, default:
1000)

host
the MongoDB host to connect to (String, default: | ocal host)

initialDelay
an initial delay when using a fixed delay trigger, expressed in TimeUnits (seconds by default) (int,
default: 0)

maxMessages
the maximum messages per poll; -1 for unlimited (long, default: 1)

password
the MongoDB password used for connecting (String, default: ™)

port
the MongoDB port to connect to (int, default: 27017)

query
the query to make to the mongo db (String, default: {})

split
whether to split the query result as individual messages (boolean, default: t r ue)

timeUnit
the time unit for the fixed and initial delays (String, default: SECONDS)

username
the MongoDB username used for connecting (String, default: ™)

11.24 Trigger Source

The trigger source emits a message or messages according to the provided trigger configuration. The
message payload is a simple literal value, provided in the payl oad property.

The trigger source has the following options:

cron
cron expression specifying when the trigger should fire (String, no default)

date
a one-time date when the trigger should fire; only applies if 'fixedDelay' and 'cron' are not provided
(String, default: The current tine)

dateFormat
the format specifying how the 'date' should be parsed (String, default: MM dd/ yy HH: nm ss)
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fixedDelay
time delay between executions, expressed in TimeUnits (seconds by default) (Integer, no default)

initialDelay

an initial delay when using a fixed delay trigger, expressed in TimeUnits (seconds by default) (int,
default: 0)

maxMessages
the maximum messages per poll; -1 for unlimited (long, default: 1)

payload
the message that will be sent when the trigger fires (String, default: ™)

timeUnit
the time unit for the fixed and initial delays (String, default: SECONDS)
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12. Processors

12.1 Introduction

This section will cover the processors available out-of-the-box with Spring XD. As a prerequisite, start
the XD Container as instructed in the Getting Started page.

The Processors covered are

» Filter

e Transform
» Script
« Splitter

« Aggregator
 HTTP Client

e Shell Command

» JSON to Tuple

* Object to JSON

See the section Creating a Processor Module for information on how to create custom processor
modules.

12.2 Filter

Use the filter module in a stream to determine whether a Message should be passed to the output
channel.

The filter processor has the following options:

expression
a SpEL expression used to transform messages (String, default: payl oad. t oStri ng())

propertiesLocation
the path of a properties file containing custom script variable bindings (String, no default)

script
reference to a script used to process messages (String, no default)

variables
variable bindings as a comma delimited string of name-value pairs, e.g., 'foo=bar,baz=car’ (String,
no default)

Filter with SpEL expression

The simplest way to use the filter processor is to pass a SpEL expression when creating the stream.
The expression should evaluate the message and return true or false. For example:

xd: > streamcreate --nane filtertest --definition "http | filter --expression=payl oad=="good' | |og" --
depl oy
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This filter will only pass Messages to the log sink if the payload is the word "good". Try sending "good"
to the HTTP endpoint and you should see it in the XD log:

xd: > http post --target http://Ilocal host: 9000 --data "good"
Alternatively, if you send the word "bad" (or anything else), you shouldn’t see the log entry.
Filter using jsonPath evaluation

As part of the SpEL expression you can make use of the pre-registered JSON Path function.

This filter example shows to pass messages to the output channel if they contain a specific JSON field
matching a specific value.

xd: > streamcreate --nane jsonfiltertest --definition "http --port=9002 | filter --
expr essi on=#j sonPat h(payl oad, ' $. firstNane').contai ns('John') | log" --deploy

Note: There is no space between payload JSON and the jsonPath in the expression

This filter will only pass Messages to the log sink if the JSON payload contains the firstName "John".
Try sending this payload to the HTTP endpoint and you should see it in the XD log:

xd: > http post --target http://local host:9002 --data "{\"firstName\":\"John\", \"lastNanme\":\"Smth\"}"

Alternatively, if you send a different firstName, you shouldn’t see the log entry.
Here is another example usage of filter

filter --expression=#j sonPath(payl oad,"'$.entities.hashtags[*].text').contains('obama')

This is an example that is operating on a JSON payload of tweets as consumed from the twitter search
module.

Filter with Groovy Script

For more complex filtering, you can pass the location of a Groovy script using the script option. If you
want to pass variable values to your script, you can statically bind values using the variables option
or optionally pass the path to a properties file containing the bindings using the propertiesLocation
option.All properties in the file will be made available to the script as variables. Note that payload and
headers are implicitly bound to give you access to the data contained in a message.

Example:

Note

These features are common to all modules backed by Groovy scripts.

//customfilter.groovy
return payl oad. size()> 4 || shortstrings=="true'

#customfilter. properties
shortstrings=fal se

By default, Spring XD will search the classpath for custom-filter.groovy and custom-filter.properties.
You can place the script in ${xd.home}/modules/processor/scripts and the properties file in ${xd.home}/
config to make them available on the classpath. Alternatively, you can prefix the script and properties-
location values with file: to load from the file system.
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In the following stream definitions, the filter will pass only the first message:

xd>: streamcreate --nanme groovyfiltertestl --definition "http --port=9001 | filter --
script=file:<absol ute-path-to>/ customfilter.groovy --variabl es="shortstrings=false' | |og" --deploy
Created and depl oyed new stream ' groovyfiltertestl

xd: >http post --target http://Ilocal host: 9001 --data hello

xd: http post --target http://local host: 9001 --data hi

xd>: streamcreate --nane groovyfiltertest2 --definition "http --port=9002 | filter --
script=file:<absol ute-path-to>/customfilter.groovy --propertiesLocation=file: <absol ute-path-to>/custom
filter.properties | log" --deploy

Created and depl oyed new stream ' groovyfiltertest2'

xd: >http post --target http://|ocal host: 9002 --data hello

xd: http post --target http://local host: 9002 --data hi

In the following stream definitions, the filter will pass all messages (provided the payload type supports
a size() method):

xd>: streamcreate --nanme groovyfiltertestl --definition "http --port=9001 | filter --
script=file:<absol ute-path-to>/ customfilter.groovy --variabl es=" shortstrings=false' | |og" --deploy
Created and depl oyed new stream ' groovyfiltertestl'

xd>: streamcreate --nane groovyfiltertest2 --definition "http --port=9002 | filter --
script=file:<absol ute-path-to>/ customfilter.groovy --variabl es='shortstring=fal se' --
propertiesLocati on=fil e: <absol ute-path-to>/ customfilter.properties | |log" --deploy
Created and depl oyed new stream ' groovyfiltertest?2'

Note the last example demonstrates that values specified in variables override values from
propertiesLocation

Tip

The script is checked for updates every 60 seconds, so it may be replaced in a running system.

12.3 Transform

Use the transform module in a stream to convert a Message’s content or structure.
The transform processor has the following options:

expression
a SpEL expression used to transform messages (String, default: payl oad. t oStri ng())

propertiesLocation
the path of a properties file containing custom script variable bindings (String, no default)

script
reference to a script used to process messages (String, no default)

variables
variable bindings as a comma delimited string of name-value pairs, e.g., 'foo=bar,baz=car’ (String,
no default)

Transform with SpEL expression

The simplest way to use the transform processor is to pass a SpEL expression when creating the stream.
The expression should return the modified message or payload. For example:
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xd: > streamcreate --nane transforntest --definition "http --port=9003 | transform --
expr essi on=payl oad. t oUpper Case() | |o0g" --deploy

This transform will convert all message payloads to upper case. If sending the word "foo" to the HTTP
endpoint and you should see "FOO" in the XD log:

xd: > http post --target http://Ilocal host: 9003 --data "foo"

As part of the SpEL expression you can make use of the pre-registered JSON Path function. The syntax
is #jsonPath(payload,<json path expression>)

Transform with Groovy Script

For more complex transformations, you can pass the location of a Groovy script using the script option.
If you want to pass variable values to your script, you can statically bind values using the variables
option or optionally pass the path to a properties file containing the bindings using the propertiesLocation
option. All properties in the file will be made available to the script as variables. Note that payload and
headers are implicitly bound to give you access to the data contained in a message. See the Filter
example for a more detailed discussion of script variables.

xd: > streamcreate --nane groovytransforntestl --definition "http --port=9004 | transform --
scri pt =custom transform groovy --variabl es="x=fo0" | |0g" --deploy

xd: > streamcreate --nane groovytransforntest2 --definition "http --port=9004 | transform --
scri pt=cust omtransform groovy --propertiesLocation=customtransform properties | |og" --deploy

By default, Spring XD will search the classpath for custom-transform.groovy and custom-
transform.properties. You can place the script in ${xd.home}/modules/processor/scripts and the
properties file in ${xd.home}/config to make them available on the classpath. Alternatively, you can prefix
the script and properties-location values with file: to load from the file system.

Tip

The script is checked for updates every 60 seconds, so it may be replaced in a running system.

12.4 Script

The script processor contains a Service Activator that invokes a specified Groovy script. This is a slightly
more generic way to accomplish processing logic, as the provided script may simply terminate the stream
as well as transform or filter Messages.

The script processor has the following options:

propertiesLocation
the path of a properties file containing custom script variable bindings (String, no default)

script
reference to a script used to process messages (String, no default)

variables
variable bindings as a comma delimited string of name-value pairs, e.g., 'foo=bar,baz=car' (String,
no default)

To use the module, pass the location of a Groovy script using the script attribute. If you want to pass
variable values to your script, you can statically bind values using the variables option or optionally pass
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the path to a properties file containing the bindings using the propertiesLocation option. All properties
in the file will be made available to the script as variables. Note that payload and headers are implicitly
bound to give you access to the data contained in a message. See the Filter example for a more detailed
discussion of script variables.

xd: > stream create --nanme groovyprocessortest --definition "http --port=9006 | script --script=custom
processor. groovy --variables='x=foo' | log" --deploy

xd: > stream create --nane groovyprocessortest --definition "http --port=9006 | script --script=custom
processor. groovy --propertiesLocati on=custom processor.properties | |log" --deploy

By default, Spring XD will search the classpath for custom-processor.groovy and custom-
processor.properties. You can place the script in ${xd.home}/modules/processor/scripts and the
properties file in ${xd.home}/config to make them available on the classpath. Alternatively, you can prefix
the location and properties-location values with file: to load from the file system.

Tip

The script is checked for updates every 60 seconds, so it may be replaced in a running system.

12.5 Splitter

The splitter module builds upon the concept of the same name in Spring Integration and allows the
splitting of a single message into several distinct messages.

The splitter processor has the following options:

expression
a SpEL expression which would typically evaluate to an array or collection (String, default:
payl oad)
Note

The default value for expr essi on is payl oad, which actually does not split, unless the message
is already a collection.

As part of the SpEL expression you can make use of the pre-registered JSON Path function. The syntax
is #jsonPath(payload,<json path expression>)

Extract the value of a specific field

This splitter converts a JSON message payload to the value of a specific JSON field.

xd: > streamcreate --nane jsontransforntest --definition "http --port=9005 | splitter --
expr essi on=#j sonPat h( payl oad, ' $. firstName') | |og" --deploy

Try sending this payload to the HTTP endpoint and you should see just the value "John" in the XD log:

xd: > http post --target http://local host:9005 --data ' {"firstNane":"John", "lastNanme":"Smth"}"'

12.6 Aggregator

The aggregator module does the opposite of the splitter, and builds upon the concept of the same name
found in Spring Integration. By default, it will consider all incoming messages from a stream to belong
to the same group:
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xd: > streamcreate --nane aggregates --definition "http | aggregator --count=3 --
aggregati on=T(org. springframework.util.StringUils).collectionToDelimtedString(#this.![payload],' ") |
I 0og" --depl oy

This uses a SpEL expression that will basically concatenate all payloads together, inserting a space
character in between. As such,

xd: > http post --data Hello
xd: > http post --data World
xd: > http post --data !

would emit a single message whose contents is "Hello World !". This is because we set the aggregator
release strategy to accumulate 3 messages.

The aggregator processor has the following options:

aggregation
how to construct the aggregated message (SpEL expression against a collection of messages)
(String, default: #t hi s. ! [ payl oad] )

correlation
how to correlate messages (SpEL expression against each message) (String, default: ' <st r eam
name>')

count
the number of messages to group together before emitting a group (int, default: 50)

dbkind
which flavor of init scripts to use for the jdbc store (blank to attempt autodetection) (String, no
default)

driverClassName
the jdbc driver to use when using the jdbc store (String, no default)

hostname
hostname of the redis instance to use as a store (String, default: | ocal host)

initializeDatabase
whether to auto-create the database tables for the jdbc store (boolean, default: f al se)

password
the password to use when using the jdbc or redis store (String, default: ™)

port
port of the redis instance to use as a store (int, default: 6379)

release
when to release messages (SpEL expression against a collection of messages accumulated so far)
(String, no default)

store
the kind of store to use to retain messages (StoreKind, default: nenory, possible values:
nmenory, j dbc, redi s)

timeout
the delay (ms) after which messages should be released, even if the completion criteria is not met
(int, default: 50000)
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url
the jdbc url to connect to when using the jdbc store (String, no default)

username
the username to use when using the jdbc store (String, no default)

Note
» Some of the options are only relevant when using a particular st or e

» The default correl ati on of ' <stream nane>' actually considers all messages to be
correlated, since they all belong to the same stream.

» Using the r el ease option overrides the count option (which is a simpler approach)

» The default for aggregati on creates a new collection made of the payloads of the
accumulated messages

» About the ti neout option: due to the way it is implemented (see MessageGroupStoreReaper
in the Spring Integration documentation), the actual observed delay may vary between
ti meout and 2xti meout .

12.7 HTTP Client

The htt p-cl i ent processor acts as a client that issues HTTP requests to a remote server, submitting
the message payload it receices to that server and in turn emitting the response it receives to the next
module down the line.

For example, the following command will result in an immediate fetching of earthquake data and it being
logged in the container:

xd: >stream create earthquakes --definition "trigger | http-client --url=""http://earthquake. usgs. gov/
eart hquakes/ f eed/ geoj son/all/day''' --httpMethod=GET | |0g" --depl oy
Note

Please be aware that the ur | option above is actually a SpEL expression, hence the triple quotes.
If you'd like to learn more about quotes, please read the relevant documentation.

The http-client processor has the following options:

charset
the charset to use when in the Content-Type header when emitting Strings (String, default: UTF- 8)

httpMethod
the http method to use when performing the request (HttpMethod, default: POST, possible values:
OPTI ONS, GET, HEAD, POST, PUT, PATCH, DELETE, TRACE, CONNECT)

mappedRequestHeaders
request message header names to be propagated to/from the adpater/gateway (String, default:
HTTP_REQUEST_HEADERS)

mappedResponseHeaders
response message header names to be propagated from the adpater/gateway (String, default:
HTTP_RESPONSE_HEADERS)
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replyTimeout
the amount of time to wait (ms) for a response from the remote server (int, default: 0)

url
the url to perform an http request on (String, no default)

12.8 Shell

The shel | processor forks an external process by running a shell command to launch a process written
in any language. The process should implement a continual loop that waits for input from st di n and
writes aresult to st dout in a request-response manner. The process will be destroyed when the stream
is undeployed. For example, it is possible to invoke a Python script within a stream in this manner. Since
the shell processor relies on low-level stream processing there are some additional requirements:

 Input and output data are expected to be Strings, the char set is configurable.

The shell process must not write out of band data to st dout , such as a start up message or prompt.

Anything written to st der r will be logged as an ERROR in Spring XD but will not terminate the stream.

» Responses written to st dout must be terminated using the configured encoder (CRLF or "\r\n" is the
default) for the module and must not exceed the configured buf f er Si ze

» Any external software required to run the script must be installed on the container node to which the
module is deployed.

Here is a simple Python example that echos the input:

#echo. py
i nport sys

#
# Wite data to stdout

def send(data):
sys. stdout.wite(data)
sys. stdout. flush()

# Term nate a nessage using the default CRLF

def eod():
send("\r\n")

# Main - Echo the input

whil e True
try:
data = raw_i nput ()
if data
send(dat a)
eod()
except EOFError
eod()
br eak

Note

Spring XD provides additional Python programming support for handling basic stream processing,
as shown above, see xref:creating a Python module.
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To try this example, copy the above script and save it to echo. py. Start Spring XD and create a stream:

xd: >stream create pytest --definition "tine | shell --command='python <absol ute-path-to>/echo.py' | |og"
--depl oy
Created and depl oyed new stream ' pytest'

you should see the time echoed in the log:

09:49: 14,856 | NFO task-schedul er-5 sink. pytest - 2014-10-10 09:49: 14
09: 49: 15,860 | NFO t ask-schedul er-1 sink. pytest - 2014-10-10 09: 49: 15
09: 49: 16, 862 | NFO t ask-schedul er-1 sink. pytest - 2014-10-10 09: 49: 16
09: 49: 17,864 | NFO t ask-schedul er-1 sink.pytest - 2014-10-10 09: 49: 17

This script can be easily modified to do some actual work by providing a function that takes the input
as an argument and returns a string. Then insert the function call:

while True
try
data = raw_i nput ()
if data
result = nyfunc(data)
send(result)
eod()
except EOFError:
eod()
br eak

The shell processor has the following options:

bufferSize
the size of the buffer (bytes) to use when encoding/decoding (int, default: 2048)

charset
the charset used when converting from String to bytes (String, default: UTF- 8)

command
the shell command (String, no default)

encoder
the encoder to use when sending messages (Encoding, default: CRLF, possible values:
CRLF, LF, NULL, STXETX, RAW L1, L2, L4)

environment
additional process environment variables as comma delimited name-value pairs (String, no
default)

redirectErrorStream
redirects stderr to stdout (boolean, default: f al se)

workingDir
the process working directory (String, no default)

12.9 JSON to Tuple

The j son-t o-t upl e processor is able to transform a String representation of some JSON map into
a Tuple.

Here is a simple example:
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xd: >stream create tuples --definition "http | json-to-tuple | transform --expression='payl oad. firstNane
+ payl oad. | ast Nane' | |og" --deploy

xd: >http post --data '{"firstName": "Spring", "lastNane": "XD'}'

Note

Transformation to Tuple can be used as an alternative or in addition of Type Conversion,
depending on your usecase.

The json-to-tuple processor has no particular option (in addition to options shared by all modules)

12.10 Object to JSON

The obj ect -t 0-j son processor can be used to convert any java Object to a JSON String.

In the following example, notice how the collection of three elements is transformed to JSON (in
particular, the three Strings are surrounded by quotes):

xd: >stream create json --deploy --definition "http | aggregator --count | object-to-json | |og"

xd: >http post --data hello
xd: >http post --data world
xd: >http post --data !

resultsin[ "hel |l 0", "world", "!"] appearing in the log.

The object-to-json processor has no particular option (in addition to options shared by all modules)
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13. Sinks

13.1 Introduction

In this section we will show some variations on output sinks. As a prerequisite start the XD Container
as instructed in the Getting Started page.

The Sinks covered are

° L&

 GPFDIST
« TCP
* Shell Command

* Mongo

e Mail

* RabbitMQ

» GemFire Server
* Splunk Server
* MQTT

* Dynamic Router

e Null Sink

* Redis

» Kafka

See the section Creating a Sink Module for information on how to create sink modules using other
Spring Integration Adapters.

13.2 Log

Probably the simplest option for a sink is just to log the data. The | og sink uses the application logger
to output the data for inspection. The log level is set to WARN and the logger name is created from the
stream name. To create a stream using a | og sink you would use a command like

xd: > streamcreate --nane nylogstream --definition "http --port=8000 | |og" --deploy
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You can then try adding some data. We've used the ht t p source on port 8000 here, so run the following
command to send a message

xd:> http post --target http://Iocal host: 8000 --data "hell 0"

and you should see the following output in the XD container console.

‘ 13/ 06/ 07 16:12:18 | NFO si nk. nyl ogstream hello

The log sink has the following options:

expression
the expression to be evaluated for the log content; use '#root' to log the full message (String,
default: payl oad)

level
the log level (String, default: | NFO)

name
the name of the log category to log to (will be prefixed by 'xd.sink.") (String, default: <stream
nane>)

Here are some examples explaining the above options:

The logger name is the sink name prefixed with the string xd. si nk. . The sink name is the same as
the stream name by default, but you can set it by passing the - - nane parameter

xd: > streamcreate --nane nyotherlogstream--definition "http --port=8001 | |og --nanme=nyl ogger" --
depl oy

The log level is | NFOby default; this can be changed with the - - | evel property (FATAL, ERROR, WARN,
| NFO, DEBUG, or TRACE)

xd: > streamcreate --nane nyl ogstream--definition "http --port=8001 | log --Ievel =WARN" --depl oy

By default, the message payload is logged; this can be changed with the - - expr essi on property (e.g.
payl oad. f oo to log some property f oo of the payload, or #r oot to log the entire message)

xd: > streamcreate --nane nyl ogstream--definition "http --port=8001 | |og --expression=#root" --deploy

13.3 File Sink

Another simple option is to stream data to a file on the host OS. This can be done using the fi | e sink
module to create a stream.

xd: > streamcreate --nane nyfilestream--definition "http --port=8000 | file" --deploy

We've used the ht t p source again, so run the following command to send a message

xd:> http post --target http://Ilocal host: 8000 --data "hell 0"

The fi | e sink uses the stream name as the default name for the file it creates, and places the file in
the / t np/ xd/ out put/ directory.

$ | ess /tnp/xd/output/nyfilestream
hel | o
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You can cutomize the behavior and specify the nane and di r options of the output file. For example

xd: > streamcreate --nane otherfilestream--definition "http --port=8000 | file --name=nyfile --dir=/
sone/ custonm di rectory" --depl oy

To set the filename from a SpEL expression (e.g. headers[file_name]), you can use the
nameExpr essi on option.

xd: > streamcreate --nane nyfilestream--definition "http --port=8000 | file --
nameExpr essi on=payl oad. trim)" --depl oy

If you run this command :

xd: > http post --target http://|ocal host: 8000 --data "hello.txt"

It will take the payload of the message ("hello.txt"), as it's defined previously with nameExpr essi on,
and use it as the filename. In this example, the filename is equal to the content of the file.

You can use di r Expr essi on to specify the name of the directory that will contain the new file.

xd: > streamcreate --nane nyfilestream--definition "http --port=8000 | file --
nanmeExpr essi on=payl oad. trim() --dirExpression="""/tnp/test/dir-'' + payload.trim()'" --deploy

If you run this command :

xd: > http post --target http://|ocal host: 8000 --data "hello.txt"

For the filename, it will do the same thing as explained previously. For the directory name it will use
the content of the file (trimmed) concatenated with dir- (in that case : "/tmp/test/dir-hello.txt"). If the
destination directory does not exists, the respective destination directory and any non-existing parent
directories are being created automatically.

When you use the nanmeExpr essi on option you have to use the di r Expr essi on option (notthe di r
option) to specify the destination directory name, even if it's a simple string (e.g. ' mydir").

File with Options

The file sink has the following options:

binary
if false, will append a newline character at the end of each line (boolean, default: f al se)

charset
the charset to use when writing a String payload (String, default: UTF- 8)
dir
the directory in which files will be created (String, default: / t np/ xd/ out put /)

dirExpression
spring expression used to define directory name (String, no default)

mode
what to do if the file already exists (Mode, default: APPEND, possible values:
APPEND, REPLACE, FAI L, | GNORE)

name
filename pattern to use (String, default: <st r eam nanme>)
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nameExpression
spring expression used to define filename (String, no default)

suffix
filename extension to use (String, no default)

13.4 FTP Sink

FTP sink is a simple option to push files to an FTP server from incoming messages.

Ituses an f t p- out bound- adapt er, therefore incoming messages could be eitherajava.io.Fil e
object, a St ri ng (content of the file) or an array of byt es (file content as well).

To use this sink, you need a username and a password to login. Once you have this you can stream
data from, for instance, a file source to the ftp sink:

xd: > streamcreate --nane nystream--definition "file | ftp --usernanme=ne --password=nypwd" --depl oy

We use the file source, so create a file:

‘SB echo hello > /tnp/xd/input/nystrean test.txt

On the ftp server, you should see the file t est . t xt with the content hel | o.

To pass the filename to the module you can use the header fi | e_namne with the filename you wish
to be used.

NOTE: By default Spring Integration will use o.s.i.fil e. Defaul t Fi | eNanmeGener at or if none
is specified. Def aul t Fi | eNanmeGener at or will determine the file name based on the value of the
fil e_name header (if it exists) in the MessageHeader s, or if the payload of the Message is already
ajava.io. Fil e, then it will use the original name of that file.

FTP with Options

The ftp sink has the following options:

autoCreateDir
remote directory must be auto created if it does not exist (boolean, default: t r ue)

clientMode
client mode to use: 2 for passive mode and 0 for active mode (int, default: 0)

host
the host name for the FTP server (String, default: | ocal host)

mode
what to do if the file already exists (Mode, default: REPLACE, possible values:
APPEND, REPLACE, FAI L, | GNORE)

password
the password for the FTP connection (Password, no default)

port
the port for the FTP server (int, default: 21)
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remoteDir
the remote directory to transfer the files to (String, default: /)

remoteFileSeparator
file separator to use on the remote side (String, default: /)

temporaryRemoteDir
temporary remote directory that should be used (String, default: /)

tmpFileSuffix
extension to use on server side when uploading files (String, default: . t np)

useTemporaryFilename
use a temporary filename while transferring the file and rename it to its final name once it's fully
transferred (boolean, default: t r ue)

username
the username for the FTP connection (String, no default)

13.5 Hadoop (HDFS)

If you do not have Hadoop installed, you can install Hadoop as described in our separate guide. Spring
XD supports 4 Hadoop distributions, see using Hadoop for more information on how to start Spring XD
to target a specific distribution.

Once Hadoop is up and running, you can then use the hdf s sink when creating a stream

xd: > streamcreate --nane nyhdfsstreanml --definition "time | hdfs" --depl oy

In the above example, we've scheduled t i me source to automatically send ticks to hdf s once in every
second. If you wait a little while for data to accumuluate you can then list can then list the files in the
hadoop filesystem using the shell’s built in hadoop fs commands. Before making any access to HDFS in
the shell you first need to configure the shell to point to your name node. This is done using the hadoop
confi g command.

xd: >hadoop config fs --namenode hdfs://|ocal host: 8020

In this example the hdfs protocol is used but you may also use the webhdfs protocol. Listing the contents
in the output directory (named by default after the stream name) is done by issuing the following
command.

xd: >hadoop fs |s /xd/ nyhdfsstreanl

Found 1 itens

STWr--r-- 3 jval keal ahti supergroup 0 2013-12-18 18:10 /xd/ nmyhdf sstreaml/
nyhdf sstreaml-0.txt.tnp

While the file is being written to it will have the t np suffix. When the data written exceeds the rollover
size (default 1GB) it will be renamed to remove the t np suffix. There are several options to control the in
use file file naming options. These are - - i nUsePrefi x and - - i nUseSuf f i x set the file name prefix
and suffix respectfully.

When you destroy a stream

xd: >stream destroy --nane nyhdfsstreantl

and list the stream directory again, in use file suffix doesn’t exist anymore.
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xd: >hadoop fs |s /xd/ nyhdfsstreanml
Found 1 itens

STWr--T-- 3 jval keal ahti supergroup 380 2013-12-18 18: 10 /xd/ nyhdf sstreaml/ nyhdf sstreaml- 0. t xt

To list the list the contents of a file directly from a shell execute the hadoop cat command.

xd: > hadoop fs cat /xd/nyhdfsstreanml/ nmyhdfsstreaml-O0.txt
2013-12-18 18:10: 07
2013-12-18 18:10: 08
2013-12-18 18:10: 09

In the above examples we didn't yet go through why the file was written in a specific directory and
why it was named in this specific way. Default location of a file is defined as / xd/ <st r eam name>/
<stream name>-<rol | i ng part>.txt.These can be changed using options - - di r ect ory and
--fi | eNane respectively. Example is shown below.

xd: >stream create --nane nyhdfsstrean? --definition "time | hdfs --directory=/xd/tnp --fileNane=data" --
depl oy

xd: >stream destroy --nane nyhdfsstrean?

xd: >hadoop fs |Is /xd/tnp

Found 1 itens

STWr--r-- 3 jval keal ahti supergroup 120 2013-12-18 18: 31 /xd/tnp/data-0.txt

It is also possible to control the size of a files written into HDFS. The - - r ol | over option can be used
to control when file currently being written is rolled over and a new file opened by providing the rollover
size in bytes, kilobytes, megatypes, gigabytes, and terabytes.

xd: >stream create --nane nyhdfsstreanB --definition "tine | hdfs --rollover=100" --depl oy
xd: >stream destroy --nane nyhdfsstreanB

xd: >hadoop fs |s /xd/ nyhdf sstreanB

Found 3 itemns

STWT--T-- 3 jval keal ahti supergroup 100 2013-12-18 18: 41 /xd/ nyhdf sstreanB/ nyhdf sstreanB-0. t xt
STWr--T-- 3 jval keal ahti supergroup 100 2013-12-18 18:41 /xd/ nyhdf sstreanB/ nyhdf sstreanB- 1.t xt
STWr--T-- 3 jval keal ahti supergroup 100 2013-12-18 18:41 /xd/ myhdf sstreanB/ nyhdf sst reanB- 2. t xt

Shortcuts to specify sizes other than bytes are written as - -rol | over =64M - -r ol | over =512Gor
--rol |l over=1T.

The stream can also be compressed during the write operation. Example of this is shown below.

xd: >stream create --nane nyhdfsstreamd --definition "tine | hdfs --codec=gzip" --depl oy
xd: >stream destroy --nanme nyhdf sstream

xd: >hadoop fs |s /xd/ nyhdf sstreamt

Found 1 itens

STWr--T-- 3 jval keal ahti supergroup 80 2013-12-18 18: 48 /xd/ nyhdf sstreamd/
nmyhdf sstreamd- 0. t xt. gzi p

From a native os shell we can use hadoop’s fs commands and pipe data into gunzip.

# bin/hadoop fs -cat /xd/ nyhdfsstreamd/ nyhdf sstreamt-0.txt.gzip | gunzip
2013-12-18 18:48: 10
2013-12-18 18:48: 11

Often a stream of data may not have a high enough rate to roll over files frequently, leaving the file in
an opened state. This prevents users from reading a consistent set of data when running mapreduce
jobs. While one can alleviate this problem by using a small rollover value, a better way is to use the
i dl eTi meout option that will automatically close the file if there was no writes during the specified
period of time. This feature is also useful in cases where burst of data is written into a stream and you'd
like that data to become visible in HDFS.
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Note

The idleTinmeout value should not exceed the timeout values set on the
Hadoop cluster. These are typically configured using the dfs. socket.tineout and/or
df s. dat anode. socket. write.ti neout properties in the hdfs-site.xm configuration
file.

xd: > streamcreate --nane nyhdfsstreanb --definition "http --port=8000 | hdfs --rollover=20 --
i dl eTi meout =10000" - - depl oy

In the above example we changed a source to ht t p order to control what we write into a hdf s sink.
We defined a small rollover size and a timeout of 10 seconds. Now we can simply post data into this
stream via source end point using a below command.

xd: > http post --target http://|ocal host:8000 --data "hello"

If we repeat the command very quickly and then wait for the timeout we should be able to see that some
files are closed before rollover size was met and some were simply rolled because of a rollover size.

xd: >hadoop fs |s /xd/ nyhdfsstreanb
Found 4 itens

STWr--T-- 3 jval keal ahti supergroup 12 2013-12-18 19: 02 /xd/ myhdf sst reanb/ myhdf sst r eanb- 0. t xt
STWr--r-- 3 jval keal ahti supergroup 24 2013-12-18 19: 03 /xd/ nyhdf sstreanb/ nyhdf sstreanb- 1. t xt
STWr--T-- 3 jval keal ahti supergroup 24 2013-12-18 19: 03 /xd/ nyhdf sstreanb/ nyhdf sstreanb- 2. t xt
STWr--T-- 3 jval keal ahti supergroup 18 2013-12-18 19: 03 /xd/ myhdf sst reanb/ nyhdf sst r eanb- 3. t xt

Files can be automatically partitioned using a parti ti onPat h expression. If we create a stream with
i dl eTi meout and partiti onPat h with simple format yyyy/ MM dd/ HH mmwe should see writes
ending into its own files within every minute boundary.

xd: >stream create --nane nyhdfsstreant --definition "tine|hdfs --idleTi neout=10000 --
partitionPat h=dat eFormat (' yyyy/ M dd/ HH/ nm )" - - depl oy

Let a stream run for a short period of time and list files.

xd: >hadoop fs |Is --recursive true --dir /xd/ nyhdfsstreant

dr wxr - Xr - x - jval keal ahti supergroup 0 2014-05-28 09:42 /xd/ nyhdf sstreanb/ 2014

dr wxr - xr - x - jval keal ahti supergroup 0 2014-05-28 09: 42 /xd/ nyhdf sstreanb/ 2014/ 05

dr wxr - Xr - x - jval keal ahti supergroup 0 2014-05-28 09: 42 / xd/ nyhdf sstreanb/ 2014/ 05/ 28

dr wxr - Xr - x - jval keal ahti supergroup 0 2014- 05-28 09: 45 / xd/ nyhdf sstreanb/ 2014/ 05/ 28/ 09

dr wxr - Xr - x - jval keal ahti supergroup 0 2014- 05-28 09: 43 / xd/ nyhdf sstreanb/ 2014/ 05/ 28/ 09/ 42
STWr--r-- 3 jval keal ahti supergroup 140 2014- 05-28 09: 43 / xd/ nyhdf sstreant/ 2014/ 05/ 28/ 09/ 42/
nyhdf sstreanb- 0. t xt

dr wxr - xr - x - jval keal ahti supergroup 0 2014-05-28 09: 44 /xd/ nyhdf sstreant/ 2014/ 05/ 28/ 09/ 43
STWr--T-- 3 jval keal ahti supergroup 1200 2014- 05- 28 09: 44 / xd/ myhdf sst reant/ 2014/ 05/ 28/ 09/ 43/
nmyhdf sst reanb- 0. t xt

dr wxr - Xr - x - jval keal ahti supergroup 0 2014- 05-28 09: 45 / xd/ nyhdf sstreant/ 2014/ 05/ 28/ 09/ 44
STWr--r-- 3 jval keal ahti supergroup 1200 2014- 05-28 09: 45 / xd/ nyhdf sstreant/ 2014/ 05/ 28/ 09/ 44/
nyhdf sstreanb- 0. t xt

Partitioning can also be based on defined lists. In a below example we simulate feeding data by
using a ti me and a t r ansf or melements. Data passed to hdf s sink has a content APPO: f oobar ,
APP1: f oobar , APP2: f oobar or APP3: f oobar .

xd: >stream create --nane nyhdfsstrean? --definition "time | transform --expression=

\"" APP' +T( Mat h) . round( T(Mat h) . randon()*3) +' : foobar'\" | hdfs --idl eTi meout =10000 - -

partitionPat h=pat h(dat eFormat (' yyyy/ MM dd/HH ), list(payload.split(':")[0],{{' OTOL',' APPO',"' APP1'},
{' 2TC8',' APP2',' APP3'}}))" --depl oy

Let the stream run few seconds, destroy it and check what got written in those partitioned files.
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xd: >stream destroy --nane nyhdfsstreanv
Destroyed stream ' nyhdfsstreanv'
xd: >hadoop fs |I's --recursive true --dir /xd

dr wxr - xr - x - jval keal ahti supergroup 0 2014-05-28 19:24 /xd/ nyhdf sstreanv

dr wxr - Xr - x - jval keal ahti supergroup 0 2014-05-28 19: 24 / xd/ nyhdf sstreani/ 2014

dr wxr - xr - x - jval keal ahti supergroup 0 2014-05-28 19:24 /xd/ nyhdf sstreani/ 2014/ 05

dr wxr - Xr - x - jval keal ahti supergroup 0 2014-05-28 19: 24 / xd/ nyhdf sstreani/ 2014/ 05/ 28
dr wWxr - Xr - x - jval keal ahti supergroup 0 2014-05-28 19: 24 / xd/ nyhdf sstreanv/ 2014/ 05/ 28/ 19
dr wxr - Xr - x - jval keal ahti supergroup 0 2014-05-28 19: 24 /xd/

nyhdf sstreanv/ 2014/ 05/ 28/ 19/ 0TOL_| i st

STWr--T-- 3 jval keal ahti supergroup 108 2014-05-28 19:24 /xd/

nyhdf sstreani7/ 2014/ 05/ 28/ 19/ OTOL_I i st/ nyhdf sstrean¥- 0. t xt

dr wxr - Xr - x - jval keal ahti supergroup 0 2014-05-28 19: 24 /xd/

nyhdf sstrean/ 2014/ 05/ 28/ 19/ 2TCB_| i st

STWr--T-- 3 jval keal ahti supergroup 180 2014-05-28 19:24 /xd/

nyhdf sstrean/ 2014/ 05/ 28/ 19/ 2TQ3_| i st/ myhdf sstrean¥- 0. t xt

xd: >hadoop fs cat /xd/ nmyhdfsstrean¥/2014/05/28/19/0TOL_I i st/ myhdf sstrean¥- 0.t xt
APP1: f oobar

APP1: f oobar

APPO: f oobar

APPO: f oobar

APP1: f oobar

Partitioning can also be based on defined ranges. In a below example we simulate feeding data by using
atinme and atransformelements. Data passed to hdf s sink has a content ranging from APPO to

APP15. We simple parse the number part and use it to do a partition with ranges { 3, 5, 10} .

xd: >stream create --nane nyhdfsstreanB --definition "time | transform --expression=

\"" APP' +T(Mat h) . round(T(Math).randon()*15)\" | hdfs --idl eTi meout =10000 - -

partitionPat h=pat h(dat eFor mat (' yyyy/ MM dd/ HH ), range(T(I nt eger). par sel nt ( payl oad. substring(3)),
{3,5,10}))" --deploy

Let the stream run few seconds, destroy it and check what got written in those partitioned files.

xd: >stream destroy --nane nyhdfsstreanB
Destroyed stream ' nyhdfsstreanB'
xd: >hadoop fs I's --recursive true --dir /xd

dr wWxr - Xr - x - jval keal ahti supergroup 0 2014-05-28 19: 34 / xd/ nyhdf sstreanB

dr wxr - Xr - x - jval keal ahti supergroup 0 2014-05-28 19: 34 / xd/ nyhdf sstrean8/ 2014

dr wxr - xr - x - jval keal ahti supergroup 0 2014-05-28 19: 34 /xd/ nyhdf sstrean8/ 2014/ 05

dr wxr - xr - x - jval keal ahti supergroup 0 2014-05-28 19: 34 /xd/ nyhdf sstreanB/ 2014/ 05/ 28
dr wxr - xr - x - jval keal ahti supergroup 0 2014-05-28 19: 34 /xd/ nyhdf sstreanB/ 2014/ 05/ 28/ 19
dr wxr - Xr - x - jval keal ahti supergroup 0 2014-05-28 19: 34 /xd/

nmyhdf sst reanB/ 2014/ 05/ 28/ 19/ 10_r ange

STWr--T-- 3 jval keal ahti supergroup 16 2014-05-28 19: 34 /xd/

nyhdf sstreanB/ 2014/ 05/ 28/ 19/ 10_r ange/ nyhdf sst r eanB- 0. t xt

dr wxr - xr - x - jval keal ahti supergroup 0 2014-05-28 19:34 /xd/

nmyhdf sstreanB/ 2014/ 05/ 28/ 19/ 3_r ange

STWr--T-- 3 jval keal ahti supergroup 35 2014-05-28 19: 34 /xd/

nmyhdf sstreanB/ 2014/ 05/ 28/ 19/ 3_r ange/ nyhdf sst r eanB- 0. t xt

dr wxr - Xr - x - jval keal ahti supergroup 0 2014-05-28 19: 34 /xd/

nyhdf sstreanB/ 2014/ 05/ 28/ 19/ 5_r ange

STWr--T-- 3 jval keal ahti supergroup 5 2014-05-28 19: 34 /xd/

nmyhdf sst reanB/ 2014/ 05/ 28/ 19/ 5_r ange/ nyhdf sst r eanB- 0. t xt

xd: >hadoop fs cat /xd/ nyhdfsstreanB/ 2014/ 05/ 28/ 19/ 3_r ange/ nyhdf sstreanB- 0. t xt
APP3

APP3

APP1

APPO

APP1

xd: >hadoop fs cat /xd/ nyhdfsstreanB/ 2014/ 05/ 28/ 19/ 5_r ange/ nyhdf sstrean8- 0. t xt
APP4

xd: >hadoop fs cat /xd/ nyhdfsstreanB/ 2014/ 05/ 28/ 19/ 10_r ange/ nyhdf sstreanB- 0. t xt
APP6

APP15

APP7
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Partition using a dat eFor mat can be based on content itself. This is a good use case if old log files
needs to be processed where partitioning should happen based on timestamp of a log entry. We create
a fake log data with a simple date string ranging from 1970- 01- 10 to 1970- 01- 13.

xd: >stream create --nane nyhdfsstrean® --definition "tinme

\ "' 1970-01-' +1+T( Mat h) . round( T( Mat h) . randon() *3)\ "

transform --expressi on=
| hdfs --idleTineout =10000 - -
partitionPat h=pat h(dat eFor mat (' yyyy/ MM dd/ HH , payl oad, ' yyyy-MM DD ))" --depl oy

Let the stream run few seconds, destroy it and check what got written in those partitioned files. If you
see the partition paths, those are based on year 1970, not present year.

dr wxr - xr - x
dr wxr - xr - x
dr wxr - xr - x
dr wxr - Xr - x
dr wxr - xr - x
STWr--r--

dr wxr - xr - x
dr wxr - xr - x
SITWr--r--

dr wxr - Xr - x
dr wxr - xr - x
STWEr--T--

dr wxr - Xr - x
dr wxr - xr - x
STWr--r--

1970-01- 10
1970-01-10
1970-01-10
1970-01-10

3

3

3

3

j val keal aht
j val keal ahti
j val keal aht
j val keal aht
j val keal aht
j val keal aht

nyhdf sstreand- 0. t xt

j val keal ahti
j val keal aht
j val keal aht

nmyhdf sstreand- 0. t xt

j val keal aht
j val keal aht
j val keal ahti

nmyhdf sst reand- 0. t xt

j val keal aht
j val keal aht
j val keal aht

nyhdf sstreand- 0. t xt
xd: >hadoop fs cat /xd/ nyhdfsstreanB/ 1970/ 01/ 10/ 00/ nyhdf sstrean®d- 0. t xt

HDFS with Options

The hdfs sink has the following options:

closeTimeout

xd: >stream destroy --nane nyhdfsstreand
Destroyed stream ' nyhdfsstreand
xd: >hadoop fs |s --recursive true --dir /xd

super gr oup
super gr oup
super gr oup
super gr oup
super gr oup
super gr oup

super gr oup
super gr oup
super gr oup

super gr oup
super gr oup
super gr oup

super gr oup
super gr oup
super gr oup

O O O o o

44

2014-05-28
2014-05-28
2014- 05- 28
2014- 05- 28
2014-05-28
2014-05-28

2014-05-28
2014- 05- 28
2014- 05- 28

2014-05-28
2014-05-28
2014-05-28

2014- 05- 28
2014-05-28
2014-05-28

19:
19:
19:
19:
19:
19:

19:
19:
19:

19:
19:
19:

19:
19:
19:

56
56
56
56
57
57

56
57
57

56
57
57

56
57
57

/ xd/ myhdf sstreand

/ xd/ nyhdf sst reanB/ 1970

/ xd/ nyhdf sstreanB/ 1970/ 01

/ xd/ nyhdf sst reanB/ 1970/ 01/ 10

/ xd/ nyhdf sst reanB/ 1970/ 01/ 10/ 00
/ xd/ myhdf sstreand/ 1970/ 01/ 10/ 00/

/ xd/ nyhdf sst reanB/ 1970/ 01/ 11
/ xd/ nyhdf sst reanB/ 1970/ 01/ 11/ 00
/ xd/ nyhdf sst reanB/ 1970/ 01/ 11/ 00/

/ xd/ nmyhdf sstreand/ 1970/ 01/ 12
/ xd/ myhdf sstrean®/ 1970/ 01/ 12/ 00
/ xd/ myhdf sstrean®/ 1970/ 01/ 12/ 00/

/ xd/ nyhdf sst reanB/ 1970/ 01/ 13
/ xd/ nyhdf sst reanB/ 1970/ 01/ 13/ 00
/ xd/ myhdf sstreanB/ 1970/ 01/ 13/ 00/

timeout in ms, regardless of activity, after which file will be automatically closed (long, default: 0)

codec

compression codec alias name (gzip, snappy, bzip2, 1zo, or slzo) (String, default: ™)

directory

where to output the files in the Hadoop FileSystem (String, default: / xd/ <st r eam name>)

fileExtension

the base filename extension to use for the created files (String, default: t xt)

fileName

the base filename to use for the created files (String, default: <st r eam nane>)

fileOpenAttempts
maximum number of file open attempts to find a path (int, default: 10)

fileUuid

whether file name should contain uuid (boolean, default: f al se)
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fsUri
the URI to use to access the Hadoop FileSystem (String, default: ${ spri ng. hadoop. fsUri })

idleTimeout
inactivity timeout in ms after which file will be automatically closed (long, default: 0)

inUsePrefix
prefix for files currently being written (String, default: ™)

inUseSuffix
suffix for files currently being written (String, default: . t np)

overwrite
whether writer is allowed to overwrite files in Hadoop FileSystem (boolean, default: f al se)

partitionPath
a SpEL expression defining the partition path (String, default: ™)

rollover
threshold in bytes when file will be automatically rolled over (String, default: 1G)
Note

In the context of the f i | eQpenAt t enpt s option, attempt is either one rollover request or failed
stream open request for a path (if another writer came up with a same path and already opened it).

Partition Path Expression

SpEL expression is evaluated against a Spring Messaging Message passed internally into a HDFS
writer. This allows expression to use header s and payl oad from that message. While you could do a
custom processing within a stream and add custom headers, t i mest anp is always going to be there.
Data to be written is then available in a pay! oad.

Accessing Properties

Using a payl oad simply returns whatever is currently being written. Access to headers is via
header s property. Any other property is automatically resolved from headers if found. For example
headers. ti nest anp is equivalentto t i mest anp.

Custom Methods

Addition to a normal SpEL functionality, few custom methods has been added to make it easier to build
partition paths. These custom methods can be used to work with a normal partition concepts like dat e
formatting,lists,ranges and hashes.

path

path(String... paths)

Concatenates paths together with a delimiter / . This method can be used to make the expression less
verbose than using a native SpEL functionality to combine path parts together. To create a path part 1/
part 2, expression' partl' + '/' + 'part2' isequivalenttopath('partl',' part2').
Parameters

paths
Any number of path parts
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Return Value.  Concatenated value of paths delimited with / .

dateFormat

dat eFormat (String pattern)

dateFormat (String pattern, Long epoch)

dateFormat (String pattern, Date date)

dateFormat (String pattern, String datestring)

dateFormat (String pattern, String datestring, String dateformt)

Creates a path using date formatting. Internally this method delegates into Si npl eDat eFor mat and
needs a Dat e and a pat t er n. On default if no parameter used for conversion is given, ti mest anp
is expected. Effectively dat eFor mat (' yyyy') equals to dat eFormat (' yyyy', tinestanp) or
dat eFormat (' yyyy', headers.timestanp).

Method signature with three parameters can be used to create a custom Dat e object which is then
passed to Si nmpl eDat eFor mat conversion using a dat ef or mat pattern. This is useful in use cases
where partition should be based on a date or time string found from a payload content itself. Default
dat ef or mat pattern if omitted is yyyy- MM dd.

Parameters

pattern
Pattern compatible with Si npl eDat eFor nat to produce a final output.

epoch
Timestamp as Long which is converted into a Dat e.

date
A Dat e to be formatted.

dateformat
Secondary pattern to convert dat estri ng into a Dat e.

datestring
DateasasString

Return Value. A path part representation which can be a simple file or directory name or a directory
structure.

list

i st(Qbject source, List<List<Object>> |ists)

Creates a partition path part by matching a sour ce against a lists denoted by | i st s.

Lets assume that data is being written and it's possible to extrace an appid
either from headers or payload. We can automatically do a list based partition
by using a partition method |i st (headers.appid, {{'1TG3","' APP1' ,' APP2' ,' APP3'},
{'4TC6' ,"' APP4' |' APP5' ,' APP6' }}). This method would create three partitions, 1TG3 | i st,
4TO6_list and i st. Latter is used if no match is found from partition lists passedto | i st s.
Parameters

source
An Obj ect to be matched against | i st s.
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lists
A definition of list of lists.

Return Value. A path part prefixed with a matched key i.e. XXX _| i st or | i st if no match.

range

range( Obj ect source, List<Cbject> |ist)

Creates a partition path part by matching a sour ce against a list denoted by | i st using a simple binary
search.

The partition method takes a sour ce as first argument and | i st as a second argument. Behind the
scenes this is using jvm’s bi nar y Sear ch which works on an Obj ect level so we can pass in anything.
Remember that meaningful range match only works if passed in Obj ect and types in list are of same
type like | nt eger . Range is defined by a binarySearch itself so mostly it is to match against an upper
bound except the last range in a list. Having a list of { 1000, 3000, 5000} means that everything above
3000 will be matched with 5000. If that is an issue then simply adding | nt eger . MAX_VALUE as last
range would overflow everything above 5000 into a new partition. Created partitions would then be
1000_r ange, 3000_r ange and 5000_r ange.

Parameters

source
An (bj ect to be matched against | i st .

list
A definition of list.

Return Value. A path part prefixed with a matched key i.e. XXX_r ange.

hash

hash(Obj ect source, int bucketcount)

Creates a partition path part by calculating hashkey using sour ce” s hashCode and bucket count .
Using a partition method hash(ti nest anp, 2) would then create partitions named 0_hash, 1_hash
and 2_hash. Number suffixed with _hash is simply calculated using Obj ect. hashCode() %
bucket count .

Parameters

source
An Obj ect which hashCode will be used.

bucketcount
A number of buckets

Return Value. A path part prefixed with a hash key i.e. XXX_hash.

13.6 HDFS Dataset (Avro/Parquet)

The HDFS Dataset sink is used to store Java classes that are sent as the payload on the stream. It uses
the Kite SDK Data Module's Dataset implementation to store the payload data serialized in either Avro
or Parquet format. The Avro schema is generated from the Java class that is persisted. For Parquet the

1.2.0.RC1 Spring XD 185


http://kitesdk.org/

Spring XD Guide

Java object must follow JavaBean conventions with properties for any fields to be persisted. The fields
can only be simple scalar values like Strings and numbers.

The HDFS Dataset sink requires that you have a Hadoop installation that is based on Hadoop v2
(Hadoop 2.2.0, Pivotal HD 1.0, Cloudera CDH4 or Hortonworks HDP 2.0), see using Hadoop for more
information on how to start Spring XD to target a specific distribution.

Once Hadoop is up and running, you can then use the hdf s- dat aset sink when creating a stream

xd: >stream create --nane nydataset --definition "tine | hdfs-dataset --batchSize=20" --depl oy

In the above example, we've scheduled t i me source to automatically send ticks to the hdf s- dat aset
sink once every second. The data will be stored in a directory named/ xd/ <st r eanmane> by default, so
in this example it will be / xd/ mydat aset . You can change this by supplying a - - basePat h parameter
and/or - - nanmespace parameter. The - - basePat h defaults to / xd and the - - nanmespace defaults
to <str eanmane>. The Avro format is used by default and the data files are stored in a sub-directory
named after the payload Java class. In this example the stream payload is a String so the name of
the data sub-directory is st ri ng. If you have multiple Java classes as payloads, each class will get
its own sub-directory.

Let the stream run for a minute or so. You can then list the contents of the hadoop filesystem using the
shell’s built in hadoop fs commands. You will first need to configure the shell to point to your name node
using the hadoop config command. We use the hdfs protocol is to access the hadoop hame node.

xd: >hadoop config fs --namenode hdfs://1ocal host: 8020

Then list the contents of the stream’s data directory.

xd: >hadoop fs |s /xd/ nydataset/string
Found 3 itens

dr wxr - xr - x - trisberg supergroup 0 2013-12-19 12:23 /xd/ nmydat aset/string/. netadata
STWr--T-- 3 trisberg supergroup 202 2013-12-19 12: 23 /xd/ nydat aset/

string/ 1387473825754- 63. avr o

STWr--r-- 3 trisberg supergroup 216 2013-12-19 12: 24 /xd/ nydat aset/

string/ 1387473846708-80. avr o

You can see that the sink has created two files containing the first two batches of 20 stream payloads
each. Thereisalso a. net adat a directory created that contains the metadata that the Kite SDK Dataset
implementation uses as well as the generated Avro schema for the persisted type.

xd: >hadoop fs |s /xd/ nydataset/string/.netadata
Found 2 itens

STWr--T-- 3 trisberg supergroup 136 2013-12-19 12: 23 /xd/ nydat aset/string/.netadat a/
descriptor.properties
STWr--r-- 3 trisberg supergroup 8 2013-12-19 12:23 /xd/ nydat aset/string/.netadata/

schema. avsc

Now destroy the stream.

xd: >stream destroy --nanme nydat aset

HDFS Dataset with Options

The hdfs-dataset sink has the following options:

allowNullValues
whether null property values are allowed, if set to true then schema will use UNION for each field
(boolean, default: f al se)
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basePath
the base directory path where the files will be written in the Hadoop FileSystem (String, default:
/ xd)

batchSize
threshold in number of messages when file will be automatically flushed and rolled over (long,
default: 10000)

compressionType
compression type name (shappy, deflate, bzip2 (avro only) or uncompressed) (String, default:
snappy)

format
the format to use, valid options are avro and parquet (String, default: avr o)

fsUri
the URI to use to access the Hadoop FileSystem (String, default: ${ spri ng. hadoop. fsUri })

idleTimeout
idle timeout in milliseconds when Hadoop file resource is automatically closed (long, default: - 1)

namespace
the sub-directory under the basePath where files will be written (String, default: <st r eam nane>)

partitionPath
the partition path strategy to use, a list of KiteSDK partition expressions separated by a '/' symbol
(String, default: ™)

writerCacheSize
the size of the cache to be used for partition writers (10 if omitted) (int, default: - 1)

About null values

Ifal | owNul | Val ues is set to true then each field in the generated schema will use a union of null and
the data type of the field. You can also set al | owNul | Val ues to false and instead annotate fields in
a POJO using Avro’s or g. apache. avro. refl ect. Nul | abl e annotation to create a schema using
a union with null for that annotated field.

About partitionPath

The partiti onPat h option lets you specify one or more paths that will be used to partition the files
that the data is written to based on the content of the data. You can use any of the FieldPartitioners that
are available for the Kite SDK project. We simply pass in what is specified to create the corresponding
partition strategy. You can separate multiple paths with a / character. The following partitioning functions
are available:

« year, month, day, hour, minute creates partitions based on the value of a timestamp and creates
directories named like "YEAR=2014" (works well with fields of datatype long)

 specify function plus field name like: year (' ti nest anp' )

» dateformat creates partitions based on a timestamp and a dateformat expression provided - creates
directories based on the name provided (works well with fields of datatype long)

e specify function plus field name, a name for the partition and the date format like:
dateFormat ('tinmestanp', 'Y-M, 'yyyyMV)

1.2.0.RC1 Spring XD 187


http://kitesdk.org/docs/0.11.0/apidocs/org/kitesdk/data/FieldPartitioner.html

Spring XD Guide

 range creates partitions based on a field value and the upper bounds for each bucket that is specified
(works well with fields of datatype int and string)

e specify function plus field name and the upper bounds for each partition bucket
like: range(' age', 20, 50, 80, T(I nteger).MAX VALUE) (Note that you can use SpEL
expressions like we just did for the Integer. MAX_VALUE)

* identity creates partitions based on the exact value of a field (works well with fields of datatype string,
long and int)

« specify function plus field name, a name for the partition, the type of the field (String or Integer) and
the number of values/buckets for the partition like: i dentity('region',' R, T(String), 10)

» hash creates partitions based on the hash calculated from the value of a field divided into a number
of buckets that is specified (works well with all data types)

« specify function plus field name and number of buckets like: hash(' | ast nane' , 10)

Multiple  expressions can be specified by separating them with a [/ like:
identity('region',"R ,T(String), 10)/year('timestanp')/month('ti mestanp')

13.7 JDBC

The JDBC sink can be used to insert message payload data into a relational database table. By default
it inserts the entire payload into a table named after the stream name in the HSQLDB database that XD
uses to store metadata for batch jobs. To alter this behavior, the jdbc sink accepts several options that
you can pass using the - - f oo=bar notation in the stream, or change globally. There is also a config/
init_db.sql file that contains the SQL statements used to initialize the database table. You can modify
this file if you'd like to create a table with your specific layout when the sink starts. You should also
change the initializeDatabase property to true to have this script execute when the sink starts up.

The payload data will be inserted as-is if the names option is set to payload. This is the default behavior.
If you specify any other column names the payload data will be assumed to be a JSON document that
will be converted to a hash map. This hash map will be used to populate the data values for the SQL
insert statement. A matching of column names with underscores like user_name will match onto camel
case style keys like userName in the hash map. There will be one insert statement executed for each
message.

To create a stream using a j dbc sink relying on all defaults you would use a command like

xd: > streamcreate --nane nydata --definition "time | jdbc --initializeDatabase=true" --depl oy

This will insert the time messages into a payload column in a table named mydata. Since the default
is using the XD batch metadata HSQLDB database we can connect to this database instance from an
external tool. After we let the stream run for a little while, we can connect to the database and look at
the data stored in the database.

You can query the database with your favorite SQL tool using the following database URL:
j dbc: hsql db: hsql : //1 ocal host: 9101/ xdj ob with sa as the user name and a blank password.
You can also use the HSQL provided SQL Tool (download from HSQLDB) to run a quick query from
the command line:

$ java -cp ~/ Downl oads/ hsqgl db- 2. 3. 0/ hsql db/ i b/ sql tool .jar org.hsqgl db. cndline. Sql Tool --inlineRc
ur | =j dbc: hsqgl db: hsql : //1 ocal host : 9101/ xdj ob, user =sa, passwor d= --sqgl "sel ect payload from nydata;"
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This should result in something similar to the following output:

2014-01-06 09:33:25
2014-01-06 09:33:26
2014-01-06 09:33: 27
2014-01-06 09:33:28
2014-01-06 09:33:29
2014-01-06 09:33:30
2014-01-06 09:33:31
2014-01-06 09:33:32
2014-01-06 09:33:33
2014-01-06 09:33: 34
2014-01-06 09:33:35
2014-01-06 09: 33: 36
2014-01-06 09:33: 37

Now we can destroy the stream using:

xd: > stream destroy --name nydata

JDBC with Options

The jdbc sink has the following options:

abandonWhenPercentageFull
connections that have timed out wont get closed and reported up unless the number of connections
in use are above the percentage (int, default: 0)

alternateUsernameAllowed
uses an alternate user name if connection fails (boolean, default: f al se)

columns
the database columns to map the data to (String, default: payl oad)

connectionProperties
connection properties that will be sent to our JDBC driver when establishing new connections
(String, no default)

driverClassName
the JDBC driver to use (String, no default)

fairQueue
set to true if you wish that calls to getConnection should be treated fairly in a true FIFO fashion
(boolean, default: t r ue)

initSQL
custom query to be run when a connection is first created (String, no default)

initialSize
initial number of connections that are created when the pool is started (int, default: 0)

initializeDatabase
whether the database initialization script should be run (boolean, default: f al se)

initializerScript
the name of the SQL script (in /config) to run if ‘initializeDatabase' is set (String, default:
init_db.sql)
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jdbcinterceptors
semicolon separated list of classnames extending org.apache.tomcat.jdbc.pool.JdbcInterceptor
(String, no default)

jmxEnabled
register the pool with IMX or not (boolean, default: t r ue)

logAbandoned
flag to log stack traces for application code which abandoned a Connection (boolean, default:
fal se)

maxActive
maximum number of active connections that can be allocated from this pool at the same time (int,
default: 100)

maxAge
time in milliseconds to keep this connection (int, default: 0)

maxlidle
maximum number of connections that should be kept in the pool at all times (int, default: 100)

maxWait
maximum number of milliseconds that the pool will wait for a connection (int, default: 30000)

minEvictableldleTimeMillis
minimum amount of time an object may sit idle in the pool before itis eligible for eviction (int, default:
60000)

minldle
minimum number of established connections that should be kept in the pool at all times (int, default:
10)

password
the JDBC password (Password, no default)

removeAbandoned
flag to remove abandoned connections if they exceed the removeAbandonedTimout (boolean,
default: f al se)

removeAbandonedTimeout
timeout in seconds before an abandoned connection can be removed (int, default: 60)

suspectTimeout
this simply logs the warning after timeout, connection remains (int, default: 0)

tableName
the database table to which the data will be written (String, default: <st r eam nane>)

testOnBorrow
indication of whether objects will be validated before being borrowed from the pool (boolean,
default: f al se)

testOnReturn
indication of whether objects will be validated before being returned to the pool (boolean, default:
fal se)
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testWhileldle
indication of whether objects will be validated by the idle object evictor (boolean, default: f al se)

timeBetweenEvictionRunsMillis
number of milliseconds to sleep between runs of the idle connection validation/cleaner thread (int,
default: 5000)

url
the JDBC URL for the database (String, no default)

useEquals
true if you wish the ProxyConnection class to use String.equals (boolean, default: t r ue)

username
the JDBC username (String, no default)

validationinterval
avoid excess validation, only run validation at most at this frequency - time in milliseconds (long,
default: 30000)

validationQuery
sgl query that will be used to validate connections from this pool (String, no default)

validatorClassName
name of a class which implements the org.apache.tomcat.jdbc.pool.Validator (String, no default)

Note

To include the whole message into a single column, use payl oad (the default) for the col ums
option

Tip

The connection pool settings for xd are located in servers.yml (i.e. spri ng. dat asour ce. * )

13.8 GPFDIST

The gpfdist sink allows you to stream data in parallel to either Pivotal Greenplum DB or Pivotal HAWQ.
Internally, this sink creates a custom http listener that supports the gpf di st protcol and schedules a
task that orchestrates a gpl oadd session in the same way it is done natively in Greenplum.

No data is written into temporary files and all data is kept in stream buffers waiting to get inserted into
Greenplum DB or HAWQ. If there are no existing load sessions from Greenplum, the sink will block until
such sessions are established.

Example usage

The load-generator-gpfdist source can be used to send dummy test data to the gpf di st sink.

Using psql , create the following table with a simple schema that matches the data produced by the
| oad- gener at or - st ri ng source, two integer values, a producer ID and a timestamp separated by
a tab.

1.2.0.RC1 Spring XD 191


https://github.com/spring-projects/spring-xd-modules/tree/master/load-generator-gpfdist-source

Spring XD Guide

create table xdsink (date integer, tinme integer) distributed randony;

Now create the stream definition and deploy. You should ensure that your pg_hba.conf (e.g. /data/
master/gpsne-1/pg_hba.conf) is configured to allow a connection from your host where you are running
the gpfdist sink. (an entry such as host all gpadnin 192.168. 70. 128/ 32 trust)

xd: >stream create --nane gpfdiststream--definition "l oad-generator-gpfdist --nmessageCount=10000000 --
producers=1 --recordType=counter | gpfdist --dbHost=192.168.70.138 --tabl e=xdsink --batchTi neout=5 --
bat chCount =1000 - - bat chPeri 0d=0 --fl ushCount =200 --flushTi me=2 --ratelnterval =1000000" --depl oy
Created and depl oyed new stream ' gpfdi ststream

In this XD stream we send 10M messages from the | oad- gener at or - st ri ng source to the gpf di st
sink. We roughly keep load session alive for 5 seconds while flushing data after 2s or 200 entries which
ever comes first and sleep Os in between load sessions.

You will see log output (you will probably need to set the log level of the package
log4j.logger.org.springframework.xd.greenplum to INFO.)

2015- 05- 14 22:48: 23,669 1.2.0. SNAP | NFO pool - 14-thread-1 gpfdi st. GPFDi st MessageHandl er - METER 1
mnute rate = 200000.0 nean rate = 269618. 7284878825

2015- 05- 14 22:48: 25,495 1.2.0. SNAP | NFO sql TaskSchedul er-1 support.d eanabl eJdbcOperati ons - DROP
EXTERNAL TABLE xdsi nk_ext _f abcf 3bb_c514_49ca_bf d6_cacbh009463dc

2015- 05- 14 22:48: 25,498 1.2.0. SNAP | NFO sql TaskSchedul er-1 support. C eanabl eJdbcOperati ons - CREATE
READABLE EXTERNAL TABLE xdsi nk_ext ae89e85d_eb65 4ell ad72 4b8302086ebd ( LIKE xdsink ) LOCAT

gpf di st sink currently contains a throughput meter for this POC to get perf numbers. In this case it is
showing about 270K/sec messages per second to be transferred from XD into Greenplum.

Performance Notes

On a Lenovo W540, Spring XD singlenode, | oad- generator-string | gpfdi st inserted data at
~ 540K/sec. The underlying message handler in the gpfdist sink is able to achieve ~1.2M/sec, which is
comprable to the use of the native gpload client. Additional performance optimizations when used within
an XD stream are on the roadmap. ==== Implementation Notes

Within a gpf di st sink we have a Reactor based stream where data is published from the incoming
Sl channel. This channel receives data from the Message Bus. The Reactor stream is then connected
to Net t y based http channel adapters so that when a new http connection is established, the Reactor
stream is flushed and balanced among existing http clients. When G- eenpl umdoes a load from an
external table, each segment will initiate a http connection and start loading data. The net effect is that
incoming data is automatically spread among the Greenplum segments.

GPFDIST with Options

The options f | ushCount and f | ushTi nme are used to determine when to flush data that is buffered
in an internal Reactor stream to the http connection. Data is flushed based on if the count value has
been reached or the time specified has elapsed. Note that with too high a value, memory consumption
will go up. Too small a value combined with a low ingestion rate will result in data being inserted into
the database less frequently.

bat chCount defines the maximum count of aggregated windows the client takes before the internal
Reactor stream and http channel is closed.

bat chTi neout defines how many seconds each http connection should be kept alive if no data is
streamed to a client. Use this together with bat chCount to estimate how long each loading session
should last.
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bat chPer i od defines how many seconds a task running load operation should sleep in between a

loads.

del i m ter is used to postfix incoming data with a line termination because Greenplum expects line

terminated data.

control Fi | e can be used to introduce more parameters for a load operation. For simple use cases,

the t abl e property can be used.

rat el nt erval if set, enables rate logging passing through sink.

The gpfdist sink has the following options:

batchCount
batch count (int, default: 100)

batchPeriod
batch period (int, default: 10)

batchTimeout
batch timeout (int, default: 4)

controlFile
path to yaml control file (String, no default)

dbHost
database host (String, default: | ocal host)

dbName
database name (String, default: gpadmi n)

dbPassword
database password (String, default: gpadmi n)

dbPort
database port (int, default: 5432)

dbUser
database user (String, default: gpadmi n)

delimiter
data line delimiter (String, default: ™)

flushCount
flush item count (int, default: 100)

flushTime
flush item time (int, default: 2)

port
gpfdist listen port (int, default: 0)

ratelnterval
enable transfer rate interval (int, default: 0)
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table
target database table (String, no default)

13.9 TCP Sink

The TCP Sink provides for outbound messaging over TCP.
The following examples use net cat (linux) to receive the data; the equivalent on Mac OSX is nc.

First, start a netcat to receive the data, and background it

‘$ netcat -1 1234 &

Now, configure a stream

xd: > streamcreate --nane tcptest --definition "time --fixedDelay=3 | tcp" --deploy

This sends the time, every 3 seconds to the default tcp Sink, which connects to port 1234 on
ocal host .

$ Thu May 30 10:28:21 EDT 2013
Thu May 30 10: 28: 24 EDT 2013
Thu May 30 10: 28: 27 EDT 2013
Thu May 30 10: 28: 30 EDT 2013
Thu May 30 10: 28:33 EDT 2013

TCP is a streaming protocol and some mechanism is needed to frame messages on the wire. A number
of encoders are available, the default being CRLF.

Destroy the stream; netcat will terminate when the TCP Sink disconnects.

http:/ /1 ocal host: 8080> stream destroy --nane tcptest

TCP with Options

The tcp sink has the following options:

bufferSize
the size of the buffer (bytes) to use when encoding/decoding (int, default: 2048)

charset
the charset used when converting from String to bytes (String, default: UTF- 8)

close
whether to close the socket after each message (boolean, default: f al se)

encoder
the encoder to use when sending messages (Encoding, default: CRLF, possible values:
CRLF, LF, NULL, STXETX, RAW L1, L2, L4)

host

the remote host to connect to (String, default: | ocal host)
nio

whether or not to use NIO (boolean, default: f al se)
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port
the port on the remote host to connect to (int, default: 1234)

reverseLookup
perform a reverse DNS lookup on the remote IP Address (boolean, default: f al se)

socketTimeout
the timeout (ms) before closing the socket when no data is received (int, default: 120000)

useDirectBuffers
whether or not to use direct buffers (boolean, default: f al se)

Note

With the default retry configuration, the attempts will be made after 0, 2, 4, 8, and 16 seconds.

Available Encoders
Text Data

CRLF (default)
text terminated by carriage return (0x0d) followed by line feed (0x0a)

LF
text terminated by line feed (0x0a)

NULL
text terminated by a null byte (0x00)

STXETX
text preceded by an STX (0x02) and terminated by an ETX (0x03)
Text and Binary Data

RAW
no structure - the client indicates a complete message by closing the socket

L1
data preceded by a one byte (unsigned) length field (supports up to 255 bytes)

L2
data preceded by a two byte (unsigned) length field (up to 2161 bytes)

L4
data preceded by a four byte (signed) length field (up to 231 bytes)

An Additional Example

Start netcat in the background and redirect the output to a file f oo

‘35 netcat -1 1235 > foo &

Create the stream, using the L4 encoder

xd: > streamcreate --nane tcptest --definition "time --interval=3 | tcp --encoder=L4 --port=1235" --
depl oy
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Destroy the stream

http://1ocal host: 8080> stream destroy --nane tcptest

Check the output

$ hexdunp -C foo

00000000 00 00 00 1c 54 68 75 20 4d 61 79 20 33 30 20 31 |....Thu May 30 1|
00000010 30 3a 34 37 3a 30 33 20 45 44 54 20 32 30 31 33 |0:47:03 EDT 2013|
00000020 00 00 00 1c 54 68 75 20 4d 61 79 20 33 30 20 31 |....Thu May 30 1|
00000030 30 3a 34 37 3a 30 36 20 45 44 54 20 32 30 31 33 |0:47:06 EDT 2013|
00000040 00 00 00 1c 54 68 75 20 4d 61 79 20 33 30 20 31 |....Thu May 30 1|
00000050 30 3a 34 37 3a 30 39 20 45 44 54 20 32 30 31 33 |0:47:09 EDT 2013|

Note the 4 byte length field preceding the data generated by the L4 encoder.

13.10 Shell Sink

The shel | sink forks an external process by running a shell command to launch a process written in
any language. The process should implement a continual loop that waits for and consumes input from
st di n. The process will be destroyed when the stream is undeployed. For example, it is possible to
invoke a Python script within a stream in this manner. Since the shell sink relies on low-level stream
processing there are some additional requirements:

* Input data is expected to be a String, the char set is configurable.
« Anything writtento st der r will be logged as an ERROR in Spring XD but will not terminate the stream.

» All messages must be terminated using the configured encoder (CRLF or "\r\n" is the default) for the
module and must not exceed the configured buf f er Si ze (see the detailed description of encoders
in the TCP section).

» Any external software required to run the script must be installed on the container node to which the
module is deployed.

Here is a simple template for a Python script that consumes input:

#si nk. py
i nport sys

whil e True:
try:
data = raw_i nput ()
if data:
#insert a function call here, data is a string.
except EOFError:
br eak

Note

Spring XD provides additional Python programming support for handling basic stream processing,
as shown above, see creating a Python module.

The shell sink has the following options:

bufferSize
the size of the buffer (bytes) to use when encoding/decoding (int, default: 2048)
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charset
the charset used when converting from String to bytes (String, default: UTF- 8)

command
the shell command (String, no default)

encoder
the encoder to use when sending messages (Encoding, default: CRLF, possible values:
CRLF, LF, NULL, STXETX, RAW L1, L2, L4)

environment
additional process environment variables as comma delimited name-value pairs (String, no
default)

redirectErrorStream
redirects stderr to stdout (boolean, default: f al se)

workingDir
the process working directory (String, no default)

13.11 Mongo

The Mongo sink writes into a Mongo collection. Here is a simple example

xd: >stream create --nane attendees --definition "http | nongodb --databaseNane=test --
col I ecti onName=nanes" - - depl oy

Then,

xd: >http post --data {"firstName":"nmark"}

In the mongo console you will see the document stored

> use test

switched to db test

> show col | ecti ons

names

system i ndexes

> db. nanes. find()

{ "_id" : Objectld("53c93bc324ac76925a77b9df"), "firstName" : "mark" }

The mongodb sink has the following options:

authenticationDatabaseName
the MongoDB authentication database used for connecting (String, default: ™)

collectionName
the MongoDB collection to store (String, default: <st r eam nane>)

databaseName
the MongoDB database name (String, default: xd)

host
the MongoDB host to connect to (String, default: | ocal host)

password
the MongoDB password used for connecting (String, default: ™)
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port
the MongoDB port to connect to (int, default: 27017)

username
the MongoDB username used for connecting (String, default: ™)

writeConcern
the default MongoDB write concern to use (WriteConcern, default: SAFE, possible values:
NONE, NORVAL, SAFE, FSYNC_SAFE, REPLI CAS_SAFE, JOURNAL _SAFE, MVAJORI TY)

13.12 Mail

The "mail" sink allows sending of messages as emails, leveraging Spring Integration mail-sending
channel adapter. Please refer to Spring Integration documentation for the details, but in a nutshell, the
sink is able to handle String, byte[] and MimeMessage messages out of the box.

Here is a simple example of how the mail module is used:

xd: > streamcreate nystream--definition "http | nail --to="\"your.enuail @nail.com""' --
host =your . i map. server --subject=payl oad+ world'" --depl oy
Then,

xd: > http post --data Hello

You would then receive an email whose body contains "Hello" and whose subject is "Hellow world". Of
special attention here is the way you need to escape strings for most of the parameters, because they're
actually SpEL expressions (so here for example, we used a String literal for the t o parameter).

The mail sink has the following options:

bcc
the recipient(s) that should receive a blind carbon copy (SpEL) (String, default: nul | )

cc
the recipient(s) that should receive a carbon copy (SpEL) (String, default: nul |)

contentType
the content type to use when sending the email (SpEL) (String, default: nul I')

from
the primary recipient(s) of the email (SpEL) (String, default: nul I')

host
the hostname of the mail server (String, default: | ocal host)

password
the password to use to connect to the mail server (String, no default)

port
the port of the mail server (int, default: 25)

replyTo
the address that will become the recipient if the original recipient decides to "reply to" the email
(SpEL) (String, default: nul |)
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subject
the email subject (SpEL) (String, default: nul 1)

to
the primary recipient(s) of the email (SpEL) (String, default: nul I)

username
the username to use to connect to the mail server (String, no default)

13.13 RabbitMQ

The "rabbit" sink enables outbound messaging over RabbitMQ.
The following example shows the default settings.

Configure a stream:

xd: > streamcreate --nane rabbittest --definition "tine --interval=3 | rabbit" --depl oy

This sends the time, every 3 seconds to the default (no-name) Exchange for a RabbitMQ broker running
on localhost, port 5672.

The routing key will be the name of the stream by default; in this case: "rabbittest”. Since the default
Exchange is a direct-exchange to which all Queues are bound with the Queue name as the binding key,
all messages sent via this sink will be passed to a Queue named "rabbittest", if one exists. We do not
create that Queue automatically. However, you can easily create a Queue using the RabbitMQ web UI.
Then, using that same Ul, you can navigate to the "rabbittest” Queue and click the "Get Message(s)"
button to pop messages off of that Queue (you can choose whether to requeue those messages).

To destroy the stream, enter the following at the shell prompt:

xd: > stream destroy --nanme rabbittest

RabbitMQ with Options

The rabbit sink has the following options:

addresses
a comma separated list of 'host[:port]' addresses (String, default:
${spring. rabbitng. addresses})

converterClass
the class name of the message converter (String, default:
org. springfranmewor k. angp. support. converter. Si npl eMessageConverter)

deliveryMode
the delivery mode (PERSISTENT, NON_PERSISTENT) (String, default: PERSI STENT)

exchange
the Exchange on the RabbitMQ broker to which messages should be sent (String, default: ™)

mappedRequestHeaders
request message header names to be propagated to/from the adpater/gateway (String, default:
STANDARD REQUEST_HEADERS)
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password
the password to use to connect to the broker (String, default: ${ spri ng. r abbi t ng. passwor d})

routingkey
the routing key to be passed with the message, as a SpEL expression (String, default:
nane>')

<stream

sslPropertiesLocation
resource containing SSL properties (String, default: ${ spri ng. r abbi t ng. ssl Properti es})

useSSL
true if SSL should be used for the connection (String, default: ${ spri ng. r abbi t ng. useSSL})

username
the username to use to connect to the broker (String, default:
${spri ng. rabbi t ny. user nane})

vhost
the RabbitMQ virtual host to use (String, default: ${ spri ng. rabbi t ng. vi rtual _host})

Note

Please be aware that the r out i ngKey option is actually a SpEL expression. Hence if a simple,
constant, string literal is to be used, make sure to use something like this:

xd: > stream create rabbitSinkStream--definition "http | rabbit --routingKey="\"nyqueue\"'" --
depl oy

See the RabbitMQ MessageBus Documentation for more information about SSL configuration.

13.14 GemFire Server

Currently XD supports GemFire's client-server topology. A sink that writes data to a GemFire cache
requires at least one cache server to be running in a separate process and may also be configured to
use a Locator. While Gemfire configuration is outside of the scope of this document, details are covered
in the GemFire Product documentation. The XD distribution includes a standalone GemFire server
executable suitable for development and test purposes and bootstrapped using a Spring configuration
file provided as a command line argument. The GemFire jar is distributed freely under GemFire's
development license and is subject to the license’s terms and conditions. Sink modules provided with
the XD distrubution that write data to GemFire create a client cache and client region. No data is cached
on the client.

Launching the XD GemFire Server

To start the GemFire cache server GemFire Server included in the Spring XD distribution, go to the
XD install directory:

$cd genfire/bin
$./genfire-server ../config/cq-deno.xm

The command line argument is the path of a Spring Data Gemfire configuration file with including
a configured cache server and one or more regions. A sample cache configuration is provided cg-
demo.xml located in the conf i g directory. Note that Spring interprets the path as a relative path unless
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it is explicitly preceded by fi | e: . The sample configuration starts a server on port 40404 and creates
a region named Stocks.

Gemfire sinks

There are 2 implementations of the gemfire sink: gemfire-server and gemfire-json-server. They are
identical except the latter converts JSON string payloads to a JSON document format proprietary to
GemFire and provides JSON field access and query capabilities. If you are not using JSON, the gemfire-
server module will write the payload using java serialization to the configured region. Both modules
accept the same options.

Tip

If native gemfire properties are required to configure the client cache, e.g., for security, place a
genfire. properti es file in $XD_HOME/config.

The gemfire-server sink has the following options:

host
host name of the cache server or locator (if useLocator=true). May be a comma delimited list (String,
no default)

keyExpression
a SpEL expression which is evaluated to create a cache key (String, default: ' <st r eam nane>')

port
port of the cache server or locator (if useLocator=true). May be a comma delimited list (String, no
default)

regionName
name of the region to use when storing data (String, default: <st r eam nane>)

uselLocator
indicates whether a locator is used to access the cache server (boolean, default: f al se)

Tip

The keyExpr essi on, as its name suggests, is a SpEL. Typically, the key value is derived from
the payload. The default of ' <st r eammane>"' (mind the quotes), will overwrite the same entry
for every message received on the stream.

Note

The uselLocat or option is intended for integration with an existing GemFire installation in which
the cache servers are configured to use locators in accordance with best practice. GemFire
supports configuration of multiple locators (or direct server connections) and this is specified by
supplying comma-delimited values for the host and port options. You may specify a single value
for either of these options otherwise each value must contain the same size list. The following are
examples are valid for multiple connection addresses:

genfire-server --host=nmyhost --port=10334, 10335
genfire server --host=nyhost1, nyhost2 --port=10334
genfire server --host=nyhost1, nyhost2, nyhost3 --port=10334, 10335, 10336
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The last example creates connections to myhost1:10334, myhost2:10335, myhost3:10336

Note

You may also configure default Gemfire connection settings for all gemfire modules in confi g
\ nodul es. ym :

genfire:
uselLocator: true
host: nyhost 1, nyhost 2
port: 10334

Example

Suppose we have a JSON document containing a stock price:

‘ {"synbol ":"FAKE", "price":73}

We want this to be cached using the stock symbol as the key. The stream definition is:

‘ http | genfire-json-server --regi onNane=Stocks --keyExpressi on=payl oad. get Fi el d(' synbol ')

The keyExpression is a SpEL expression that depends on the payload type. In this case,
com.gemstone.org.json.JSONObject. JSONObject which provides the getField method. To run this
example:

xd: > streamcreate --nane stocks --definition "http --port=9090 | genfire-json-server --
regi onNanme=St ocks --keyExpressi on=payl oad. get Fi el d(' synbol ')" --depl oy

xd: > http post --target http://local host:9090 --data {"synbol ":"FAKE", "price": 73}

This will write an entry to the GemFire Stocks region with the key FAKE. Please do not put spaces when
separating the JSON key-value pairs, only a comma.

You should see a message on STDOUT for the process running the GemFire server like:

I NFO [ Loggi ngCachelLi stener] - updated entry FAKE

Tip

If you are deploying on Java 7 or earlier and need to deploy more than 4 Gemfire modules, be sure
to increase the permsize of the singlenode or container. i.e. JAVA_OPTS="-XX:PermSize=256m".

13.15 Splunk Server

A Splunk sink that writes data to a TCP Data Input type for Splunk.

Splunk sinks

The Splunk sink converts an object payload to a string using the object’s toString method and then
converts this to a SplunkEvent that is sent via TCP to Splunk.

The splunk sink has the following options:

host
the host name or IP address of the Splunk server (String, default: | ocal host)
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owner
the owner of the tcpPort (String, default: admi n)

password
the password associated with the username (String, default: passwor d)

port
the TCP port number of the Splunk server (int, default: 8089)

tcpPort
the TCP port number to where XD will send the data (int, default: 9500)

username
the login name that has rights to send data to the tcpPort (String, default: admi n)

How To Setup Splunk for TCP Input

1. From the Manager page select Manage | nput s link
2. Click the Add dat a Button

3. Click the From a TCP port link

4. TCP Port enter the port you want Splunk to monitor
5. Set Source Type select Manual

6. Source Type entertcp-raw

7. Click Save
Example

An example stream would be to take data from a twitter search and push it through to a splunk instance.

xd: > streamcreate --nanme springone2gx --definition "twittersearch --consunmerKey= --consunerSecret= --
query="#LOTR | splunk" --depl oy

13.16 MQTT Sink

The maqtt sink connects to an mqtt server and publishes telemetry messages.
Options
The mqtt sink has the following options:

async
whether or not to use async sends (boolean, default: f al se)

charset
the charset used to convert a String payload to byte[] (String, default: UTF- 8)

cleanSession
whether the client and server should remember state across restarts and reconnects (boolean,
default: true)

clientld
identifies the client (String, default: xd. ngt t. cl i ent. i d. snk)

1.2.0.RC1 Spring XD 203



Spring XD Guide

connectionTimeout
the connection timeout in seconds (int, default: 30)

keepAlivelnterval
the ping interval in seconds (int, default: 60)

password
the password to use when connecting to the broker (String, default: guest)

persistence
'memory' or file' (String, default: menory)

persistenceDirectory
file location when using ‘file' persistence (String, default: / t np/ paho)

gos
the quality of service to use (int, default: 1)
retained
whether to set the 'retained' flag (boolean, default: f al se)
topic
the topic to which the sink will publish (String, default: xd. mgtt . t est)
url
location of the mqtt broker(s) (comma-delimited list) (String, default: t cp: / /| ocal host : 1883)
username
the username to use when connecting to the broker (String, default: guest)
Note

The defaults are set up to connect to the RabbitMQ MQTT adapter on localhost.

13.17 Dynamic Router

The Dynamic Router support allows for routing Spring XD messages to named channels based on the
evaluation of SpEL expressions or Groovy Scripts.

SpEL-based Routing

In the following example, 2 streams are created that listen for message on the foo and the bar channel.
Furthermore, we create a stream that receives messages via HTTP and then delegates the received
messages to a router:

xd: >stream create f --definition "queue:foo > transform --expressi on=payl oad+' -foo' | |og" --deploy
Created new stream ' f'

xd: >stream create b --definition "queue:bar > transform --expression=payl oad+' -bar' | |og" --deploy
Created new stream'Db’

xd: >stream create r --definition "http | router --
expr essi on=payl oad. contai ns('a')?' queue: foo':'queue: bar'" --depl oy
Created new stream'r'

Now we make 2 requests to the HTTP source:
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xd: >http post --data "a"
> POST (text/plain;Charset=UTF-8) http://|ocal host: 9000 a
> 200 K

xd: >http post --data "b"
> POST (text/plain;Charset=UTF-8) http://|ocal host:9000 b
> 200 &K

In the server log you should see the following output:

11:54: 19,868 WARN Thr eadPool TaskSchedul er-1 sink.f: 145 - a-foo
11: 54: 25,669 WARN Thr eadPool TaskSchedul er-1 si nk. b: 145 - b-bar

For more information, please also consult the Spring Integration
Reference manual: http://static.springsource.org/spring-integration/reference/html/messaging-routing-
chapter.html#router-namespace particularly the section "Routers and the Spring Expression Language
(SpEL)".

Groovy-based Routing

Instead of SpEL expressions, Groovy scripts can also be used. Let's create a Groovy script in the file
system at "/my/path/router.groovy"

println("G oovy processing payload '" + payload +"'");
if (payload.contains('a')) {

return ":foo"
}
el se {

return ":bar"

}

Now we create the following streams:

xd: >stream create f --definition ":foo > transform --expressi on=payl oad+ -foo' | |0g" --deploy
Created new stream ' f'

xd: >stream create b --definition ":bar > transform --expressi on=payl oad+' -bar' | |og" --deploy
Created new stream'b'

xd: >streamcreate g --definition "http | router --script="file:/ny/path/router.groovy - - depl oy

Now post some data to the HTTP source:

xd: >http post --data "a"
> POST (text/plain; Charset=UTF-8) http://|ocal host: 9000 a
> 200 K

xd: >http post --data "b"
> POST (text/plain;Charset=UTF-8) http://|ocal host: 9000 b
> 200 K

In the server log you should see the following output:

Groovy processing payload 'a'
11: 29: 27,274 \WARN Thr eadPool TaskSchedul er-1 sink.f:145 - a-foo
Groovy processing payload 'b'
11:34: 09, 797 WARN Thr eadPool TaskSchedul er-1 sink. b: 145 - b-bar

Note

You can also use Groovy scripts located on your classpath by specifying:
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| ‘ --script="org/ ny/ package/ rout er. groovy'

If you want to pass variable values to your script, you can statically bind values using the variables
option or optionally pass the path to a properties file containing the bindings using the propertiesLocation
option. All properties in the file will be made available to the script as variables. You may specify both
variables and propertiesLocation, in which case any duplicate values provided as variables override
values provided in propertiesLocation. Note that payload and headers are implicitly bound to give you
access to the data contained in a message.

For more information, see the Spring Integration Reference manual: "Groovy support" http://
static.springsource.org/spring-integration/reference/html/messaging-endpoints-chapter.html#groovy

Options
The router sink has the following options:

expression
a SpEL expression used to transform messages (String, default: payl oad. toStri ng())

propertiesLocation
the path of a properties file containing custom script variable bindings (String, no default)

script
reference to a script used to process messages (String, no default)

variables
variable bindings as a comma delimited string of name-value pairs, e.g., 'foo=bar,baz=car' (String,
no default)

Tip
If the scri pt option is set, the script is checked for updates every 60 seconds.
13.18 Null Sink
Null sink can be useful when the main stream isn’t focused on stream destination but the tap streams

are used for analytics etc., It is also useful to iteratively add in steps to a stream without worrying about
having to land data anywhere.

For example,
xd: >stream create null Stream --definition "http | null" --deploy
Created and depl oyed new stream 'nul | Stream
xd: >stream create tapl --definition "tap:streamnul |l Stream > counter" --depl oy

Created and depl oyed new stream'tapl’

In the above, the null sink can be useful as we can create as many number of tap streams off the main
stream while we set the main stream sink as null.

13.19 Redis

Redis sink can be used to ingest data into redis store. You can choose queue, t opi ¢ or key with
selcted collection type to point to a specific data store.
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For example,

xd: >stream create store-into-redis --definition "http | redis --queue=nyList" --deploy
xd: >Creat ed and depl oyed new stream ' store-into-redis'

Options
The redis sink has the following options:

collectionType
the collection type to use for the given key (CollectionType, default: LI ST, possible values:
LI ST, SET, ZSET, MAP, PROPERTI ES)

database
database index used by the connection factory (int, default: 0)

hostname
redis host name (String, default: | ocal host)

key
name for the key (String, no default)

keyExpression
a SpEL expression to use for keyExpression (String, no default)

maxActive
max number of connections that can be allocated by the pool at a given time; negative value for
no limit (int, default: 8)

maxldle
max number of idle connections in the pool; a negative value indicates an unlimited number of idle
connections (int, default: 8)

maxWait
max amount of time (in milliseconds) a connection allocation should block before throwing an
exception when the pool is exhausted; negative value to block indefinitely (int, default: - 1)

minldle
target for the minimum number of idle connections to maintain in the pool; only has an effect if it
is positive (int, default: 0)

password
redis password (String, default: ™)

port
redis port (int, default: 6379)

queue
name for the queue (String, no default)

gueueExpression
a SpEL expression to use for queue (String, no default)

sentinelMaster
name of Redis master server (String, default: ™)
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sentinelNodes
comma-separated list of host:port pairs (String, default: ™)

topic
name for the topic (String, no default)

topicExpression
a SpEL expression to use for topic (String, no default)

13.20 Kafka Sink

Kafka sink can be used to ingest data into a specific Kafka topic configuration.

For example,

xd: >stream create push-to-kafka --definition "http | kafka --topic=nyTopic" --deploy
xd: >Creat ed and depl oyed new stream ' push-to- kaf ka'

xd: >http post --data "push-nessages"

> POST (text/plain;Charset=UTF-8) http://|ocal host: 9000 push-nessages

> 200 K

Now, the posted messages will be available on kafka topic myTopi c.
The kafka sink has the following options:

ackTimeoutOnServer
the maximum amount of time the server will wait for acknowledgments from followers to meet the
acknowledgment requirements the producer has specified with the acks configuration (int, default:
30000)

batchBytes
batch size in bytes, per partition (int, default: 16384)

blockOnBufferFull
whether to block or not when the memory buffer is full (boolean, default: t r ue)

brokerList
comma separated broker list (String, default: | ocal host : 9092)

bufferMemory
the total bytes of memory the producer can use to buffer records waiting to be sent to the server
(int, default: 33554432)

compressionCodec
compression codec to use (String, default: none)

maxBufferTime
the amount of time, in ms that the producer will wait before sending a batch to the server (int,
default: 0)

maxRequestSize
the maximum size of a request (int, default: 1048576)

maxSendRetries
number of attempts to automatically retry a failed send request (int, default: 3)
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receiveBufferBytes
the size of the TCP receive buffer to use when reading data (int, default: 32768)

reconnectBackoff
the amount of time to wait before attempting to reconnect to a given host when a connection fails
(long, default: 10)

requestRequiredAck
producer request acknowledgement mode (int, default: 0)

retryBackoff
the amount of time to wait before attempting to retry a failed produce request to a given topic partition
(long, default: 100)

sendBufferBytes
the size of the TCP send buffer to use when sending data (int, default: 131072)

topic
kafka topic name (String, default: <st r eam nane>)

topicMetadataFetchTimeout
the maximum amount of time to block waiting for the metadata fetch to succeed (int, default: 60000)

topicMetadataRefreshinterval
the period of time in milliseconds after which a refresh of metadata is forced (int, default: 300000)
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14. Taps

14.1 Introduction

A Tap allows you to "listen" to data while it is processed in an existing stream and process the data in a
separate stream. The original stream is unaffected by the tap and isn’'t aware of its presence, similar to
a phone wiretap. (WireTap is included in the standard catalog of EAIl patterns and implemented in the
Spring Integration EAI framework used by Spring XD).

Simply put, a Tap is a stream that uses a point in another stream as a source.

Example

The following XD shell commands create a stream f 0ol and a tap named f oolt ap:

xd: > streamcreate --nane fool --definition "tine | |og" --deploy
xd: > streamcreate --nane fooltap --definition "tap:streamfool > | og" --depl oy

Since a tap is a type of stream, use the st r eam cr eat e command to create the tap. The tap source
is specified using the named channel syntax and always begins with t ap: . In this case, we are tapping
the stream named f 001 specified by : stream f ool

Note

st ream is required in this case as it is possible to tap alternate XD targets such as jobs. This
tap consumes data at the source of the target stream.

A tap can consume data from any point along the target stream'’s processing pipeline. XD provides a
few ways to tap a stream after a given processor has been applied:

Example - tap after a processor has been applied

If the module name is unique in the target stream, use tap:stream:<stream_name>.<module_name>

If you have a stream called nyst r eam defined as

‘ http | filter --expression=payload.startsWth('A") | transform --expression=payl oad.toLowerCase() | file

Create a tap after the filter is applied using

tap: streamnystreamfilter > ....

Example - using a label
You may also use labels to create an alias for a module and reference the label in the tap

If you have a stream called nyst r eam defined as

http | transform --expressi on=payl oad. t oLower Case() | flibble: transform --
expr essi on=payl oad. substring(3) | file

Create a tap after the second transformer is applied using

tap:streamnystreamflibble > ....
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A primary use case for a Tap is to perform realtime analytics at the same time as data is being ingested
via its primary stream. For example, consider a Stream of data that is consuming Twitter search results
and writing them to HDFS. A tap can be created before the data is written to HDFS, and the data piped
from the tap to a counter that correspond to the number of times specific hashtags were mentioned
in the tweets.

Creating a tap on a named channel, a stream whose source is a named channel, or a label is not yet
supported. This is planned for a future release.

You'll find specific examples of creating taps on existing streams in the Analytics section.

Note

In cases where a multiple modules with the same module name, a label must be specified
on the module to be tapped. For example if you want to tap the 2nd transform: http |
transform --expression=payload.toLowerCase() | tapMe: transform --
expressi on=payl oad. substring(3) | file

14.2 Tap Lifecycle

A side effect of a stream being unaware of any taps on its pipeline is that deleting the stream will not
automatically delete the taps. The taps have to be deleted separately. However if the tapped stream is
re-created, the existing tap will continue to function.
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15. Analytics

15.1 Introduction

Spring XD provides support for the real-time evaluation of various machine learning scoring algorithms
as well simple real-time data analytics using various types of counters and gauges. The analytics
functionality is provided via modules that can be added to a stream. In that sense, real-time analytics
is accomplished via the same exact model as data-ingestion. It's possible that the primary role of a
stream is to perform real-time analytics, but it's quite common to add a tap to initiate a secondary stream
where analytics, e.g. a field-value-counter, is applied to the same data being ingested through a primary
stream. You will see both approaches in the examples below.

15.2 Predictive analytics

Spring XD’s support for implementing predictive analytics by scoring analytical models that
leverage machine learning algorithms begins with an extensible class library foundation upon which
implementations can be built, such as the PMML Module that we describe here.

That module integrates with the JPMML-Evaluator library that provides support for a wide range of model
types and is interoperable with models exported from R, Rattle, KNIME, and RapidMiner. For counter
and gauge analytics, in-memory and Redis implementations are provided.

Incorporating the evaluation of machine learning algorithms into stream processing is as easy as using
any other processing module. Here is a simple example

http --output Type=application/x-xd-tuple | analytic-pmi
--location=/nodel s/iris-flower-naive-bayes. pmm . xm
--input Fi el dMappi ng=
' sepal Lengt h: Sepal . Lengt h,
sepal W dt h: Sepal . W dt h,
pet al Lengt h: Pet al . Lengt h,
pet al W dt h: Pet al . Wdt h'
- - out put Fi el dMappi ng=" Predi ct ed_Speci es: predi ct edSpeci es' | |og"

The ht t p source converts posted data to a Tuple. The anal yti c- prm processor loads the model
from the specifed file and creates two mappings so that fields from the Tuple can be mapped into the
input and output model names. The | og sink writes the payload of the event message to the log file
of the XD container.

Posting the following JSON data to the http source

{

"sepal Length": "6.4",
"sepal Wdth": 3.2",
"petal Length": "4.5",
"petal Wdth": 1.5"

will produce output in the log file as shown below.
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"id":"1722ec00- baad- 11e3- b988- 005056c00008",
"timestanp": 1396473833152,

"sepal Length":"6. 4",

"sepal Wdth":"3.2",

"petal Length":"4.5",

"petal Wdth":"1.5",

"predi ct edSpeci es": "versi col or"

The next section on analytical models goes into more detail on the general infrastructure

15.3 Analytical Models

We provide some core abstractions for implementing analytical models in stream processing
applications. The main interface for integrating analytical models is Analytic. Some analytical models
need to adjust the domain input and the model output in some way, therefore we provide a special base
class MappedAnalytic which has core abstractions for implementing that mapping via InputMapper
and OutputMapper.

Since Spring XD 1.0.0.M6 we support the integration of analytical models, also called statistical models
or mining models, that are defined via PMML. PMML is the abbreviation for Predictive Model Markup
Language and is a standard XML representation that allows specifications of different mining models,
their ensembles, and associated preprocessing.

Note

PMML is maintained by the Data Mining Group (DMG) and supported by several state-of-the-
art statistics and data mining software tools such as InfoSphere Warehouse, R / Rattle, SAS
Enterprise Miner, SPSS®, and Weka. The current version of the PMML specification is 4.2 at
the time of this writing. Applications can produce and consume PMML models, thus allowing an
analytical model created in one application to be implemented and used for scoring or prediction
in another.

PMML is just one of many other technologies that one can integrate to implement analytics with, more
will follow in upcoming releases.

Modeling and Evaluation

Analytical models are usually defined by a statistician aka data scientist or quant by using some
statistical tool to analyze the data and build an appropriate model. In order to implement those models
in a business application they are usually transformed and exported in some way (e.g. in the form of a
PMML definition). This model is then loaded into the application which then evaluates it against a given
input (event, tuple, example).

Modeling

Analytical models can be defined in various ways. For the sake of brevity we use R from the r-project to
demonstrate how easy it is to export an analytical model to PMML and use it later in stream processing.

For our example we use the iris example dataset in R to generate a classifier for iris flower species by
applying the Naive Bayes algorithm.
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library(el071) # Load library with the naive bayes al gorithm support.
library(pmm ) # Load library with PM\L export support.
data(iris) # Load the I RIS exanpl e dat aset

#Hel per function to split the given dataset into a dataset used for training (trainset) and (testset)
used for evaul ation.
splitDataFrame <- function(dataframe, seed = NULL, n = trainSize) {

if (lis.null(seed)){
set . seed(seed)

index <- 1:nrow datafrane)

traini ndex <- sanpl e(index, n)
trainset <- datafranme[trainindex, ]
testset <- datafrane[-trainindex, ]

list(trainset = trainset, testset = testset)

}

#We want to use 95% of the IRIS data as training data and 5% as test data for eval uation.
datasets <- splitDataFrame(iris, seed = 1337, n= round(0.95 * nrowmiris)))

#Create a naive Bayes classifier to predict iris flower species (iris[,5]) from[,1:4] = Sepal.Length
Sepal . Wdth Petal .Length Petal.Wdth
nodel <- naiveBayes(datasets$trainset[,1:4], datasets$trainset[,5])

#The nane of the nodel and it's externalld could be used to uniquely identify this version of the nodel
nmodel Name = "iris-flower-classifier"
external | d = 42

#Convert the given nodel into a PMWL nodel definition
prd Definition = pnmml . nai veBayes( nodel , nodel . nane=past e( nodel Nane, external | d,sep = ";"),
predi ct edFi el d=' Speci es')

#Print the PMML definition to stdout
cat (toString(pnmm Definition))

The r script above should produce the following PMML document that contains the abstract definition

of the naive bayes classifier that we derived from the training dataset of the IRIS dataset.
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<Header copyright="Copyright (c) 2014 toni descripti on="Nai veBayes Mddel ">
<Ext ensi on nanme="user" val ue="ton{ extender="Rattle/ PMWL"/>
<Application name="Rattl e/ PMW" version="1.4"/>
<Ti mest anp>2014- 04- 02 13: 22: 15</ Ti nest anp>
</ Header >
<Dat aDi cti onary number O Fi el ds="6">
<Dat aFi el d name="Speci es" optype="categorical" dataType="string">
<Val ue val ue="setosa"/>
<Val ue val ue="versicolor"/>
<Val ue val ue="virginica"/>
</ Dat aFi el d>
<Dat aFi el d nanme="Sepal . Lengt h" optype="conti nuous" dataType="doubl e"/>
<Dat aFi el d nanme="Sepal . Wdth" optype="continuous" dataType="doubl e"/>
<Dat aFi el d nane="Petal . Length" optype="continuous" dataType="doubl e"/>
<Dat aFi el d nanme="Petal . Wdth" optype="continuous" dataType="doubl e"/>
<Dat aFi el d nane="Di scret ePl aceHol der" optype="categorical" dataType="string">
<Val ue val ue="pseudoVal ue"/ >
</ Dat aFi el d>
</ Dat aDi cti onary>
<Nai veBayesModel nodel Nanme="iris-fl ower-classifier;42"
functi onNane="cl assi fication" threshol d="0.001">
<M ni ngSchema>
<M ni ngFi el d name="Speci es" usageType="predi cted"/>
<M ni ngFi el d name="Sepal . Lengt h" usageType="active"/>
<M ni ngFi el d name="Sepal . Wdth" usageType="active"/>
<M ni ngFi el d nane="Petal . Lengt h" usageType="active"/>
<M ni ngFi el d nane="Petal . Wdth" usageType="active"/>
<M ni ngFi el d name="Di scr et ePl aceHol der" usageType="active"
m ssi ngVal ueRepl acenent =" pseudoVal ue"/ >
</ M ni ngSchema>
<Qut put >
<Qut put Fi el d nanme="Predi ct ed_Speci es" feature="predictedVval ue"/>
<Qut put Fi el d nanme="Probability_setosa" optype="continuous"
dat aType="doubl e" feature="probability" val ue="setosa"/>
<Qut put Fi el d name="Probability_versicol or" optype="conti nuous"
dat aType="doubl e" feature="probability" val ue="versicolor"/>
<Qut put Fi el d name="Probability_virginica" optype="continuous"
dat aType="doubl e" feature="probability" val ue="virginica"/>
</ Qut put >
<Bayesl| nput s>
<Ext ensi on>
<Bayesl| nput fiel dName="Sepal . Length">
<Tar get Val ueSt at s>
<Tar get Val ueSt at val ue="set osa">
<Gaussi anDi stri bution mean="5. 006" variance="0.124248979591837"/ >
</ Tar get Val ueSt at >
<Tar get Val ueSt at val ue="versi col or">

</ Tar get Val ueSt at >
<Tar get Val ueSt at val ue="virgini ca">

</ Tar get Val ueSt at >
</ Tar get Val ueSt at s>
</ Bayesl| nput >
</ Ext ensi on>
<Ext ensi on>
<Bayesl| nput fi el dName="Sepal . Wdth">
<Tar get Val ueSt at s>
<Tar get Val ueSt at val ue="set osa" >

<PMWL version="4.1" xm ns="http://ww.dng. org/ PMML-4_1" xm ns: xsi ="http://ww. w3. or g/ 2001/ XM_Schena-
instance" xsi:schemaLocati on="http://ww. dng. org/ PMM.-4_1 http://ww. dng. or g/ v4- 1/ pnm - 4- 1. xsd" >

<Gaussi anDi stribution mean="5.8953488372093" vari ance="0.283311184939092"/ >

<Gaussi anDi stributi on mean="6.58163265306122" vari ance="0.410697278911565"/ >
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<Gaussi anDi stribution mean="3.428" vari ance="0.143689795918367"/ >
</ Tar get Val ueSt at >
<Tar get Val ueSt at val ue="versi col or">
<Gaussi anDi stribution mean="2.76279069767442" vari ance="0.0966777408637874"/ >
</ Tar get Val ueSt at >
<Tar get Val ueSt at val ue="virginica">
<Gaussi anDi stribution mean="2.97142857142857" vari ance="0.105833333333333"/>
</ Tar get Val ueSt at >
</ Tar get Val ueSt at s>
</ Bayes| nput >
</ Ext ensi on>
<Ext ensi on>
<Bayesl| nput fiel dName="Petal . Length">
<Tar get Val ueSt at s>
<Tar get Val ueSt at val ue="set osa" >
<Gaussi anDi stribution mean="1.462" variance="0.0301591836734694"/ >
</ Tar get Val ueSt at >
<Tar get Val ueSt at val ue="versi col or">
<Gaussi anDi stribution mean="4.21627906976744" vari ance="0.236633444075305"/ >
</ Tar get Val ueSt at >
<Tar get Val ueSt at val ue="virgini ca">
<Gaussi anDi stri bution mean="5.55510204081633" vari ance="0.310442176870748"/>
</ Tar get Val ueSt at >
</ Tar get Val ueSt at s>
</ Bayesl| nput >
</ Ext ensi on>
<Ext ensi on>
<Bayesl| nput fiel dName="Petal . Wdth">
<Tar get Val ueSt at s>
<Tar get Val ueSt at val ue="set osa" >
<Gaussi anDi stributi on mean="0.246" variance="0.0111061224489796"/ >
</ Tar get Val ueSt at >
<Tar get Val ueSt at val ue="versi col or">
<Gaussi anDi stribution mean="1.30697674418605" vari ance="0.042093023255814"/ >
</ Tar get Val ueSt at >
<Tar get Val ueSt at val ue="virginica">
<Gaussi anDi stribution mean="2.02448979591837" vari ance="0.0768877551020408"/ >
</ Tar get Val ueSt at >
</ Tar get Val ueSt at s>
</ Bayes| nput >
</ Ext ensi on>
<Bayesl| nput fiel dName="Di scret ePl aceHol der">
<Pai r Count s val ue="pseudoVal ue" >
<Tar get Val ueCount s>
<Tar get Val ueCount val ue="setosa" count="50"/>
<Tar get Val ueCount val ue="versicol or" count="43"/>
<Tar get Val ueCount val ue="virginica" count="49"/>
</ Tar get Val ueCount s>
</ Pai r Count s>
</ Bayesl| nput >
</ Bayes| nput s>
<BayesQut put fi el dName="Speci es">
<Tar get Val ueCount s>
<Tar get Val ueCount val ue="set osa" count="50"/>
<Tar get Val ueCount val ue="versicol or" count="43"/>
<Tar get Val ueCount val ue="virgini ca" count="49"/>
</ Tar get Val ueCount s>
</ BayesQut put >
</ Nai veBayesModel >
</ PMML>

Evaluation

The above defined PMML model can be evaluated in a Spring XD stream definition by using the
analytic-pmml module as a processor in your stream definition. The actual evaluation of the PMML is

performed via the PmmlAnalytic which uses the jpmml-evaluator library.

1.2.0.RC1 Spring XD

216


https://github.com/jpmml/jpmml-evaluator

Spring XD Guide

Model Selection

The PMML standard allows multiple models to be defined within a single PMML document. The model
to be used can be configured through the modelName option.

NOTE The PMML standard also supports other ways for selection models, e.g. based on a predicate.
This is currently not supported.

In order to perform the evaluation in Spring XD you need to save the generated PMML document to
some folder, typically the with the extension "pmml.xml". For this example we save the PMML document
under the name iris-flower-classification-naive-bayes-1.pmml.xml.

In the following example we set up a stream definition with an ht t p source that produces iris-flower-
records that are piped to the anal yti c- pmm module which applies our iris flower classifier to predict
the species of a given flower record. The result of that is a new record extended by a new attribute
predictedSpecies which simply sent to a | og sink.

The definition of the stream, which we call iris-flower-classification, looks as follows:

xd: >stream create --nane iris-flower-classification
--definition "http --output Type=application/x-xd-tuple | analytic-pmi
--location=/nodel s/iris-flower-classification-naive-bayes-1.pnmm .xm
--input Fi el dMappi ng=" sepal Lengt h: Sepal . Lengt h,
sepal W dt h: Sepal . W dt h,
pet al Lengt h: Petal . Lengt h,
pet al W dt h: Pet al . Wdt h'
- -out put Fi el dMappi ng=" Predi ct ed_Speci es: predi ct edSpeci es' | |0g" --depl oy

» The location parameter can be used to specify the exact location of the pmml document. The value
must be a valid spring resource location

* The inputFieldMapping parameter defines a mapping of domain input fields to model input fields. It
is just a list of fields or optional field:alias mappings to control which fields and how they are going
to end up in the model-input. If no inputFieldMapping is defined then all domain input fields are used
as model input.

» The outputFieldMapping parameter defines a mapping of model output fields to domain output fields
with semantics analog to the inputFieldMapping.

» The optional modelName parameter of the analytic-pmml module can be used to refer to a particular
named model within the PMML definition. If modelName is not defined the first model is selected by
default.

NOTE Some analytical models like for instance association rules require a different typ of mapping.
You can implement your own custom mapping strategies by implementing a custom InputMapper and
OutputMapper and defining a new PmmlAnalytic or TuplePmmIlAnalytic bean that uses your custom
mappers.

After the stream has been successfully deployed to Spring XD we can eventually start to throw some
data at it by issuing the following http request via the XD-Shell (or cur | , or any other tool):

Note that our example record contains no information about which species the example belongs to -
this will be added by our classifier.

xd: >http post --target http://|ocal host: 9000 --content Type application/json --data "{ \"sepal Length\":
6.4, \"sepal Wdth\": 3.2, \"petal Length\":4.5, \"petal Wdth\":1.5 }"
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After posting the above json document to the stream we should see the following output in the console:

{
"id":"1722ec00- baad- 11e3-b988- 005056c00008"

, "tinestanp": 1396473833152

, "sepal Length":"6. 4"

, "sepal Wdth":"3.2"

"petal Length":"4.5"

"petal Wdth":"1.5"

" predi ct edSpeci es": "versi col or"

NOTE the generated field predictedSpecies which now identifies our input as belonging to the iris
species versicolor.

We verify that the generated PMML classifier produces the same result as R by executing the issuing
the following commands in rproject:

dat aset s$testset[,1:4][1,]

# This is the first exanple record that we sent via the http post.
Sepal . Length Sepal . Wdth Petal .Length Petal . Wdth

52 6.4 3.2 4.5 1.5

#Predict the class for the exanple record by using our nai veBayes nodel .
> predict(nodel, datasets$testset[,1:4][1,])
[1] versicol or

15.4 Counters and Gauges

Counter and Gauges are analytical data structures collectively referred to as metrics. Metrics can be
used directly in place of a sink just as if you were creating any other stream, but you can also analyze
data from an existing stream using a tap. We’'ll look at some examples of using metrics with taps in the
following sections. As a prerequisite start the XD Container as instructed in the Getting Started page.

The 1.0 release provides the following types of metrics

* Counter

Field Value Counter

« Aggregate Counter

* Gauge

» Rich Gauge

Spring XD supports these metrics and analytical data structures as a general purpose class library
that works with several backend storage technologies. The 1.0 release provides in memory and Redis
implementations.

Counter

A counter is a Metric that associates a unigue name with a long value. It is primarily used for counting
events triggered by incoming messages on a target stream. You create a counter with a unique
name and optionally an initial value then set its value in response to incoming messages. The most
straightforward use for counter is simply to count messages coming into the target stream. That is, its
value is incremented on every message. This is exactly what the counter module provided by Spring
XD does.
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Here's an example:

Start by creating a data ingestion stream. Something like:

xd: > streamcreate --nane springtweets --definition "tw ttersearch --consunmerKey=<your_key> --
consumer Secr et =<your _secret> --query=spring | file --dir=/tweets/" --deploy

Next, create a tap on the springtweets stream that sets a message counter named tweetcount

xd: > streamcreate --nane tweettap --definition "tap:stream springtweets > counter --nane=tweetcount" --
depl oy

To retrieve the count:

xd: >count er display tweetcount

The counter sink has the following options:

name
the name of the metric to contribute to (will be created if necessary) (String, default: <stream
nane>)

nameExpression
a SpEL expression to compute the name of the metric to contribute to (String, no default)

Field Value Counter

A field value counter is a Metric used for counting occurrences of unique values for a named field in a
message payload. XD Supports the following payload types out of the box:

e POJO (Java bean)
e Tuple
» JSON String

For example suppose a message source produces a payload with a field named user :

class Foo {
String user;
public Foo(String user) {
this.user = user;

}

If the stream source produces messages with the following objects:

new Foo("fred")
new Foo("sue")
new Foo("dave")
new Foo("sue")

The field value counter on the field user will contain:

fred:1, sue:2, dave:l

Multi-value fields are also supported. For example, if a field contains a list, each value will be counted
once:
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users:["dave", "fred", "sue"]
users:["sue","jon"]

The field value counter on the field users will contain:

‘ dave: 1, fred:1, sue:2, jon:1

The field-value-counter sink has the following options:

fieldName
the name of the field for which values are counted (String, no default)

name
the name of the metric to contribute to (will be created if necessary) (String, default: <stream
nane>)

nameExpression
a SpEL expression to compute the name of the metric to contribute to (String, no default)

To try this out, create a stream to ingest twitter feeds containing the word spring and output to a file:

xd: > streamcreate --nane springtweets --definition "tw ttersearch --consunmerKey=<your_key> --
consumer Secr et =<your _secret> --query=spring | file" --deploy

Now create a tap for a field value counter:

xd: > streamcreate --nane fronlUserCount --definition "tap:stream springtweets > field-val ue-counter --
fi el dNane=user. screen_nane" --depl oy

The twittersearch source produces JSON strings which contain the user id of the tweeter in the
fromUser field. The field_value_counter sink parses the tweet and updates a field value counter named
fromUserCount in Redis. To view the counts:

From xd-shel |,
xd: > field-val ue-counter display fromJserCount

Aggregate Counter

The aggregate counter differs from a simple counter in that it not only keeps a total value for the count,
but also retains the total count values for each minute, hour day and month of the period for which it
is run. The data can then be queried by supplying a start and end date and the resolution at which the
data should be returned.

Creating an aggregate counter is very similar to a simple counter. For example, to obtain an aggregate
count for our spring tweets stream:

xd: > streamcreate --nane springtweets --definition "twittersearch --query=spring | file" --deploy

you'd simply create a tap which pipes the input to aggr egat e- count er :

xd: > streamcreate --nane tweettap --definition "tap:stream springtweets > aggregate-counter --
name=t weet count" --depl oy

From the XD shell:

xd: > aggregat e-counter display tweettap
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Note: you can also use some criteria to filter out aggregate counter display values. Please refer to Shell
documentation for aggregate counter for more details.

The aggregate-counter sink has the following options:

dateFormat
a pattern (as in SimpleDateFormat) for parsing/formatting dates and timestamps (String, default:
yyyy- MM dd' T' HH: mm ss. SSS' Z')

incrementExpression
how much to increment each bucket, as a SpEL against the message (String, default: 1)

name
the name of the metric to contribute to (will be created if necessary) (String, default: <stream
namne>)

nameExpression
a SpEL expression to compute the name of the metric to contribute to (String, no default)

timeField
name of a field in the message that contains the timestamp to contribute to (String, default: nul |)

Gauge

A gauge is a Metric, similar to a counter in that it holds a single long value associated with a unique
name. In this case the value can represent any numeric value defined by the application.

The gauge sink provided with XD stores expects a numeric value as a payload, typically this would be
a decimal formatted string.

The gauge sink has the following options:

name
the name of the metric to contribute to (will be created if necessary) (String, default: <stream
nane>)

nameExpression
a SpEL expression to compute the name of the metric to contribute to (String, no default)

Here is an example of creating a tap for a gauge:
Simple Tap Example

Create an ingest stream

xd: > streamcreate --nane test --definition "http --port=9090 | file" --deploy

Next create the tap:

xd: > streamcreate --nane sinpl egauge --definition "tap:streamtest > gauge" --deploy

Now Post a message to the ingest stream:

xd: > http post --target http://local host: 9090 --data "10"
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Check the gauge:

xd: >gauge di splay --nane sinpl egauge

Rich Gauge

A rich gauge is a Metric that holds a double value associated with a unique name. In addition to the
value, the rich gauge keeps a running average, along with the minimum and maximum values and the
sample count.

The rich-gauge sink provided with XD expects a numeric value as a payload, typically this would be a
decimal formatted string, and keeps its value in a store.

The rich-gauge sink has the following options:

alpha
smoothing constant, or -1 to use arithmetic mean (double, default: - 1. 0)

name
the name of the metric to contribute to (will be created if necessary) (String, default: <stream
nane>)

nameExpression
a SpEL expression to compute the name of the metric to contribute to (String, no default)

Note

The smoothing factor behaves as an exponential moving average. The default value does no
smoothing.

Here are some examples of creating a tap for a rich gauge:
Simple Tap Example

Create an ingest stream

xd: > streamcreate --nane test --definition "http --port=9090 | file" --deploy

Next create the tap:

xd: > streamcreate --nane testgauge --definition "tap:streamtest > rich-gauge" --depl oy

Now Post some messages to the ingest stream:

xd: > http post --target http://local host: 9090 --data "10"
xd: > http post --target http://local host:9090 --data "13"
xd: > http post --target http://local host:9090 --data "16"

Check the gauge:

xd: >rich-gauge display testgauge

Stock Price Example

In this example, we will track stock prices, which is a more practical example. The data is ingested as
JSON strings like
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‘ {"synbol ":"VMN , "price": 72. 04}

Create an ingest stream

xd: > streamcreate --nane stocks --definition "http --port=9090 | file"

Next create the tap, using the transform module to extract the stock price from the payload:

xd: > streamcreate --nane stockprice --definition "tap:streamstocks > transform --
expr essi on=#j sonPat h( payl oad, ' $. price') | rich-gauge"

Now Post some messages to the ingest stream:

xd: > http post --target http://l|ocal host:9090 --data {"synbol ":"VMN, "price":72. 04}
xd: > http post --target http://local host: 9090 --data {"synbol ":"VMN, "price":72. 06}
xd: > http post --target http://local host:9090 --data {"synbol ":"VMN, "price":72. 08}

Note: JSON fields should be separated by a comma without any spaces. Alternatively, enclose the
whole argument to - - dat a with quotes and escape inner quotes with a backslash.

Check the gauge:

xd: >ri ch-gauge di splay stockprice
Improved Stock Price Example

In this example, we will track stock prices for selected stocks. The data is ingested as JSON strings like

{"synbol ":"VMN, "price": 72. 04}
{"synbol ": "EMC", "price": 24. 92}

The previous example would feed these prices to a single gauge. What we really want is to create a
separate tap for each ticker symbol in which we are interested:

Create an ingest stream

xd: > streamcreate --nane stocks --definition "http --port=9090 | file"

Next create the tap, using the transform module to extract the stock price from the payload:

xd: > streamcreate --name vmwprice --definition "tap:streamstocks > filter --

expr essi on=#j sonPat h( payl oad, ' $. synbol ') ==VMW | transform --expressi on=#j sonPat h(payl oad, ' $. price') |
ri ch-gauge" --depl oy

xd: > streamcreate --nane encprice --definition "tap:streamstocks > filter --

expr essi on=#j sonPat h( payl oad, ' $. synbol ' ) ==EMC | transform - - expressi on=#j sonPat h(payl oad, ' $. price') |
ri ch-gauge" --depl oy

Now Post some messages to the ingest stream:

xd: > http post --target http://local host:9090 --data {"synbol ":"VMN, "price":72. 04}
xd:> http post --target http://local host: 9090 --data {"synbol ":"VMN, "price":72. 06}
xd: > http post --target http://l|ocal host:9090 --data {"synbol ":"VMN, "price":72.08}

xd: > http post --target http://l|ocal host: 9090 --data {"synbol ":"EMC', "price": 24. 92}
xd: > http post --target http://local host: 9090 --data {"synbol ":"EMC', "price": 24. 90}
xd: > http post --target http://local host:9090 --data {"synbol ":"EMC', "price": 24. 96}

Check the gauge:
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xd: >ri ch-gauge di splay entprice
xd: >ri ch-gauge display vmprice

Accessing Analytics Data over the RESTful API

Spring XD has a discoverable RESTful API based on the Spring HATEAOS library. You can discover
the resources available by making a GET request on the root resource of the Admin server. Here is an
example where navigate down to find the data for a counter named httptap that was created by these
commands

xd: >stream create --nane httpStream--definition "http | file" --deploy
xd: >stream create --nane httptap --definition "tap:stream httpStream > counter" --depl oy
xd: >http post --target http://I|ocal host: 9000 --data "hell oworld"

The root resource returns

xd: > wget -q -S -O- http://local host: 9393/
{
"links":[
{1
{
"rel":"jobs",
"href":"http://1ocal host: 9393/j obs"
b
{
"rel":"nodul es",
“href":"http://Iocal host: 9393/ nodul es"
bo
{
"rel":"runtine/ nodul es",
"href":"http://1 ocal host: 9393/ runti me/ nodul es"
B
{
"rel":"runtime/containers",
"href":"http://1ocal host: 9393/ runti nme/ cont ai ners"
b
{
"rel":"counters",
"href":"http://local host: 9393/ netrics/counters"
bo
{
"rel":"field-val ue-counters",
"href":"http://1ocal host: 9393/ netrics/field-val ue-counters"
B
{
"rel ":"aggregate-counters",
"href":"http://1ocal host: 9393/ netri cs/ aggr egat e- count er s"
b
{
"rel":"gauges",
“href":"http://Iocal host: 9393/ metri cs/ gauges"
bo
{
"rel":"rich-gauges",
"href":"http://1ocal host: 9393/ nmetrics/rich-gauges"
}
]
}

Following the resource location for the counter

1.2.0.RC1 Spring XD 224



Spring XD Guide

xd: > wget -q -S -O - http://Ilocal host: 9393/ netrics/counters
{

"links":[

s
"content": [
{
"links":[
{
"rel":"self",
"href":"http://1ocal host: 9393/ netrics/counters/httptap

}

IJ o
"name": "httptap"
}
1
"page":{
"size":0,
"total El enents": 1,
"total Pages": 1,
"nunber": 0

And then the data for the counter itself

xd: > wget -q -S -O - http://local host: 9393/ netrics/counters/httptap
{
"links":[
{
"rel":"sel f",
“href":"http://local host: 9393/ metrics/counters/httptap”
}

s
"name": "httptap",
"val ue": 2
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16. Tuples

16.1 Introduction

The Tuple class is a central data structure in Spring XD. It is an ordered list of values that can be
retrieved by name or by index. Tuples are created by a TupleBuilder and are immutable. The values
that are stored can be of any type and null values are allowed.

The underlying Message class that moves data from one processing step to the next can have an
arbitrary data type as its payload. Instead of creating a custom Java class that encapsulates the
properties of what is read or set in each processing step, the Tuple class can be used instead.
Processing steps can be developed that read data from specific named values and write data to specific
named values.

There are accessor methods that perform type conversion to the basic primitive types as well as
BigDecimal and Date. This avoids you from having to cast the values to specific types. Instead you can
rely on the Tuple’s type conversion infastructure to perform the conversion.

The Tuple’s types conversion is performed by Spring’s Type Conversion Infrastructure which supports
commonly encountered type conversions and is extensible.

There are several overloads for getters that let you provide default values for primitive types should the
field you are looking for not be found. Date format patterns and Locale aware NumberFormat conversion
are also supported. A best effort has been made to preserve the functionality available in Spring Batch’s
Fi el dSet class that has been extensively used for parsing String based data in files.

Creating a Tuple

The Tupl eBui | der class is how you create new Tupl e instances. The most basic case is

Tupl e tuple = Tupl eBuilder.tuple().of ("foo", "bar");

This creates a Tuple with a single entry, a key of foo with a value of bar. You can also use a static
import to shorten the syntax.

i nport static org.springfranmework. xd. tupl e. Tupl eBui | der. tupl e;

Tuple tuple = tuple().of ("foo", "bar");

You can use the of method to create a Tuple with up to 4 key-value pairs.

Tuple tuple2 = tuple().of ("up", 1, "down", 2);
Tuple tuple3 = tuple().of ("up", 1, "down", 2, "charnt, 3 );
Tuple tuple4 = tuple().of ("up", 1, "down", 2, "charnt, 3, "strange", 4);

To create a Tuple with more then 4 entries use the fluent API that strings together the put method and
terminates with the bui | d method

Tupl e tuple6 = tuple().put("up”, 1)
. put ("down", 2)
.put ("charni, 3)
. put ("strange", 4)
. put ("bottont, 5)
.put(“top", 6)
Lbuild();
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To customize the underlying type conversion system you can specify the Dat eFor mat to use
for converting String to Dat e as well as the Nunber For mat to use based on a Local e. For
more advanced customization of the type conversion system you can register an instance of a
For mat t i ngConver si onSer vi ce. Use the appropriate setter methods on Tupl eBui | der to make
these customizations.

You can also create a Tuple from a list of St ri ng field names and a List of Obj ect values.

Obj ect[] tokens = new String[]

{ "TestString", "true", "C', "10", "-472", "354224", "543", "124.3", "424.3", "1,3245",
null, "2007-10-12", "12-10-2007", "" };

String[] nameArray = new String[]

{ "String", "Boolean", "Char", "Byte", "Short", "Integer", "Long", "Float", "Double",
"Bi gDecimal ", "Null", "Date", "DatePattern", "Bl anklnput" };

Li st<String> names = Arrays. asLi st (naneArray);
Li st <Obj ect > val ues = Arrays. asLi st (tokens);
tuple = tupl e().of NanesAndVal ues(nanes, val ues);

Getting Tuple values
There are getters for all the primitive types and also for BigDecimal and Date. The primitive types are
* Bool ean

* Byte

» Char

» Doubl e

* Fl oat

e Int

* Long

» Short

* String

Each getter has an overload for providing a default value. You can access the values either by field
name or by index.

The overloaded methods for asking for a value to be converted into an integer are
* int getlnt(int index)

eint getInt(String nane)

e int getlnt(int index, int defaultValue)

eint getInt(String nanme, int defaultVal ue)

There are similar methods for other primitive types. For Bool ean there is a special case of providing
the St ri ng value that represents a t r ueVal ue.

* bool ean get Bool ean(int index, String trueVal ue)

» bool ean get Bool ean(String nanme, String trueVal ue)
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If the value that is stored for a given field or index is null and you ask for a primitive type, the standard
Java defalt value for that type is returned.

The get St ri ng method will remove and leading and trailing whitespace. If you want to get the String
and preserve whitespace use the methods get RawSt ri ng

There is extra functionality for getting ‘Date’s. The are overloaded getters that take a String based date
format

e Date getDateWthPattern(int index, String pattern)

» Date getDateWthPattern(int index, String pattern, Date defaultVal ue)

e Date getDateWthPattern(String name, String pattern)

» Date getDateWthPattern(String nanme, String pattern, Date defaultVal ue)

There are a few other more generic methods available. Their functionality should be obvious from their
names

* size()

e get Fi el dCount ()

» get Fi el dNanes()

» getFi el dTypes()

e get Ti nest anp() - the time the tuple was created - milliseconds since epoch
e getld() -the UUID of the tuple

 (bj ect getVal ue(int index)

e Obj ect getValue(String nane)

T getValue(int index, O ass<T> val ued ass)

e T getValue(String nane, C ass<T> val ueC ass)
e Li st<Obj ect> getVal ues()

o List<String> getFiel dNanes()

e bool ean hasFi el dNane(Stri ng nane)

Using SpEL expressions to filter a tuple

SpEL provides support to transform a source collection into another by selecting from its entries. We
make use of this functionalty to select a elements of a the tuple into a new one.

Tuple tuple = tuple().put("red", "rot")
. put ("brown", "braun")
.put ("blue", "blau")
.put ("yel low', "gelb")
. put ("bei ge", "beige")
.bui 1 d();

Tupl e sel ectedTuple = tuple.select("?[key.startsWth('b')]");
assert That (sel ect edTupl e. si ze(), equal To(3));
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To select the first match use the ~ operator

sel ectedTupl e = tuple.select(""[key.startsWth('b')]");
assert That (sel ect edTupl e. si ze(), equal To(1));

assert That (sel ect edTupl e. get Fi el dNanmes(). get (0), equal To("brown"));
assert That (sel ect edTupl e. get String(0), equal To("braun"));

Gradle Dependencies

If you wish to use Spring XD Tuples in you project add the following dependencies:

//Add this repo to your repositories if it does not already exist.
maven { url "http://repo.spring.io/libs-snapshot"}

/1 Add t his dependency
conpil e 'org. springframework. xd: spring-xd-tuple:1.2.0. RC1'
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17. Type Conversion

17.1 Introduction

Spring XD allows you to declaratively configure type conversion in stream definitions using the inputType
and outputType module options. Note that general type conversion may also be accomplished easily
within a transformer or a custom module. Currently, Spring XD natively supports the following type
conversions commonly used in streams:

¢ JSON to/from POJO

JSON to/from org.springframework.xd.tuple. Tuple

Object to/from byte[] : Either the raw bytes serialized for remote transport, bytes emitted by a module,
or converted to bytes using Java serialization(requires the object to be Serializable)

String to/from byte[]
» Object to plain text (invokes the object’s toString() method)

Where JSON represents either a byte array or String payload containing JSON. Currently, Objects
may be converted from a JSON byte array or String. Converting to JSON always produces a String.
Registration of custom type converters is covered in this section.

17.2 MIME types

inputType and outputType values are parsed as media types, e.g., appl i cati on/json ortext/
pl ai n; char set =UTF- 8. MIME types are especially useful for indicating how to convert to String
or byte[] content. Spring XD also uses MIME type format to represent Java types, using the general
type application/ x-java-obj ect with a type parameter. For example, appli cati on/ x-
j ava- obj ect;type=java. util.Maporapplication/x-java-object;type=com bar. Foo.
For convenience, you can use the class name by itself and Spring XD will translate a valid class
name to the corresponding MIME type. In addition, Spring XD provides custom MIME types, notably,
appl i cati on/ x- xd- t upl e to specify a Tuple.

17.3 Stream Definition Examples

17.4 POJO to JSON

Type conversion will likely come up when implementing a custom module which produces or consumes
a custom domain object. For example, you want to create a stream that integrates with a legacy system
that includes custom domain types in its APIl. To process custom domain types directly minimally
requires these types to be defined in Spring XD’s class path. This approach will be cumbersome to
maintain when the domain model changes. The recommended approach is to convert such types to
JSON at the source, or back to POJO at the sink. You can do this by declaring the required conversions
in the stream definition:

cust onPoj oSour ce - - out put Type=application/json |pl | p2 | ... | custonPojoSink --inputType=application/
X-j ava- obj ect ; t ype=com acne. MyDonai nType

Note that the sink above does require the declared type to be in the module’s classpath to perform
the JSON to POJO conversion. Generally, POJO to JSON does not require the Java class. Once the
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payload is converted to JSON, Spring XD provided transformers and filters (p1, p2, etc.) can evaluate
the payload contents using JsonPath functions in SpEL expressions. Alternately, you can convert the
JSON to a Tuple, as shown in the following example.

JSON to Tuple

Sometimes it is convenient to convert JSON content to a Tuple in order to evaluate and access individual
field values.

xd: > streamcreate tuple --definition "http | filter --inputType=application/
X-xd-tupl e --expressi on=payl oad. hasFi el dNane(' hello') | transform --
expr essi on=payl oad. get String(' hello').toUpperCase() | |o0g" --deploy

Created and depl oyed new stream ' tupl e’

Note inputType=application/x-xd-tuple on the filter module will cause the payload to be converted to a
Tuple at the filter's input channel. Thus, subsequent expressions are evaluated on a Tuple object. Here
we invoke the Tuple methods hasFi el dName(' hel | o' ) onthefilterand get String(' hell o') on
the transformer. The output of the http source is expected to be JSON in this case. We set the Content-
Type header to tell Spring XD that the payload is JSON.

xd: >http post --data {"hello":"world","foo":"bar"} --contentType application/json --target http://
| ocal host : 9000

> POST (application/json; charset=UTF-8) http://local host: 9000 {"hello":"world","foo":"bar"}

> 200 K

In the Spring XD console log, you should see something like:

13:19: 45,054 | NFO pool -42-thread-4 sink.tuple - WORLD

Java Serialization

The following serializes a java.io.Serializable object to a file. Presumably the foo module outputs a
Serializable type. If not, this will result in an exception. If remote transport is configured, the output of
foo will be marshalled using Spring XD’s internal serialization. The object will be unmarshalled in the
file module and then converted to a byte array using Java serialization.

foo | --inputType=application/x-java-serialized-object file

17.5 MIME types and Java types

Internally, Spring XD implements type conversion using Spring Integration’s data type channels. The
data type channel converts payloads to the configured data type using Spring’s MessageConverter.

Note

The use of MessageCoverter for data type channels was introduced in Spring Integration 4 to pass
the Message to the converter method to allow it to access the Message’s content-type header.
This provides greater flexibility. For example, it is now possible to support multiple strategies for
converting a String or byte array to a POJO, based on the content-type header.

When Spring XD deploys a module with a declared type conversion, it modifies the module’s input and/
or output channel definition to set the required Java type and registers MessageConverters associated
with the target MIME type and Java type to the channel. The type conversions Spring XD provides out
of the box are summarized in the following table:
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Source Payload Target Payload content-type outputType/ Comments
header inputType
POJO JSON String ignored application/json
Tuple JSON String ignored application/json JSON is tailored
for Tuple
POJO String (toString()) ignored text/plain,
java.lang.String
POJO byte[] (java.io ignored application/x-java-
serialized) serialized-object
JSON byte[] or POJO application/json application/x-java-
String (or none) object
byte[] or String Serializable application/x-java- application/x-java-
serialized-object  object
JSON byte[] or Tuple application/json application/x-xd-
String (or none) tuple
byte[] String any text/plain, will apply any
java.lang.String Charset specified
in the content-
type header
String byte(] any application/octet-  will apply any
stream Charset specified
in the content-
type header
Caveats

Note that inputType and outputType parameters only apply to payloads that require type conversion.
For example, if a module produces an XML string with outputType=application/json, the payload will not
be converted from XML to JSON. This is because the payload at the module’s output channel is already
a String so no conversion will be applied at runtime.
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18. Creating a Source Module

18.1 Introduction

As outlined in the modules document, Spring XD currently supports four types of modules: source, sink,
and processor for stream processing and job for batch processing. This document walks through the
creation of a custom source module.

The first module in a stream is always a source. Source modules are built with Spring Integration and
are responsible for producing messages originating from an external data source on its output channel.
These message can then be processed by the downstream modules in a stream. A source module is
often fed data by a Spring Integration inbound channel adapter, configured with a poller.

Spring Integration provides a number of adapters out of the box to integrate with various transports and
data stores, such as JMS, File, HTTP, Web Services, Mail, and more. Typically, it is straightforward to
create a source module using an existing inbound channel adapter.

Here we walk through an example demonstrating how to create and register a source module using the
Spring Integration Feed Inbound Channel Adapter. The complete code for this example is in the rss-
feed-source sample project.

18.2 Create the module Application Context file

Configure the inbound channel adapter using an xml bean definition file in the confi g resource
directory:
<beans...>
<i nt-feed:inbound-channel - adapter id="xdFeed" channel ="output" url="${url}" auto-startup="false" >
<int:poller fixed-rate="${fixedRate}" max-nmessages-per-pol|="${maxMessagesPerPol |}" />

</int-feed:inbound-channel - adapt er >

<i nt:channel id="output"/>
</ beans>

The adapter is configured to poll an RSS feed at a fixed rate (e.g., every 5 seconds). Note that aut o-
startup is setto f al se. This is a requirement for Spring XD modules. When a stream is deployed,
the Spring XD runtime will create and start stream modules in reverse order to ensure that all modules
are initialized before the source starts emiting messages. When an RSS Entry is retreived, it will create
a message with a com r onet ool s. rone. f eed. synd. SyndEnt ry payload type and send it to a
message channel called output. The name output is a Spring XD convention indicating the module’s
output channel. Any messages on the output channel will be consumed by the downstream processor
or sink in a stream used by this module.

The module is configurable so that it may pull data from any feed URL, such
as http://feeds. bbci.co.uk/news/rss.xm . Spring XD will automatically register a
PropertyPlaceholderConfigurer in the module’s application context. These properties correspond to
module options defined for this module (discussed below). Users supply option values when creating
a stream using the DSL.

Users must provide a url option value when creating a stream that uses this source. The polling rate
and maximum number of entries retrieved for each poll are also configurable and for these properties
we should provide reasonable default values. The module’s properties file in the confi g resource
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directory contains Module Options Metadata including a description, type, and optional default value for
each property. The metadata supports features like auto-completion in the Spring XD shell and option
validation:

options.url.description = the URL of the RSS feed
options.url.type = java.lang. String

options.fixedRate. description = the fixed rate polling interval specified in mlliseconds
options. fixedRate.default = 5000
options.fixedRate.type = int

opti ons. maxMessagesPer Pol | . description = the maxi mum nunber of nessages per poll
opti ons. maxMessagesPer Pol | . default = 100
opti ons. maxMessagesPer Pol | . type = int

Alternately, you can write a POJO to define the metadata. Using a Java class provides better validation
along with additional features and requires that the class be packaged as part of the module.

18.3 Create a Module Project

This section covers the setup of a standalone project containing the module configuration and some
code for testing the module. This example uses Maven but Spring XD supports Gradle as well.

Take a look at the pom file for this example. You will see it declares spr i ng- xd- modul e- par ent as
its parent and declares a dependency on spri ng-i nt egrati on-f eed which provides the inbound
channel adapter. The parent pom provides everything else you need. We also need to configure
repositories to access the parent pom and any other dependencies. The required xml file containing
the bean definitions and properties file are located in sr c\ mai n\ r esour ces\ confi g. In this case,
we have elected to use a custom transformer to convert the output of the feed inbound adapter to a
JSON string.

<beans ...>
<i nt-feed:inbound-channel - adapt er i d="xdFeed" channel ="to.json" url="${url}" auto-startup="false">
<int:poller fixed-rate="${fixedRate}" nmax-nmessages- per-pol | ="${ maxMessagesPerPol | }" />

</int-feed:inbound-channel - adapt er >

<int:transforner input-channel="to.json" output-channel ="out put">
<bean cl ass="com acne. SyndEntryJsonTr ansf ormer"/ >
</int:transformer>

<i nt:channel id="output"/>
</ beans>

The project README contains a detailed explanation of why this transformer is needed, but such things
are easily accomplished with Spring Integration.

Create a Spring Integration test

The first level of testing should ensure that the module’s Application Context is loaded and that the
message flow works as expected independent of Spring XD. In this case, we need to wrap the module
application context in a test context that provides a property placeholder (the Spring XD runtime does
this for you). In addition, it is convenient to override the module’s output channel with a queue channel
so that the test will block until a message is received from the feed.

Add the following configuration in the appropriate location under src/test/resources/:
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<beans ...>

<cont ext: property-pl acehol der properties-ref="props"/>
<util:properties id="props">

<prop key="url">http://feeds.bbci.co.uk/news/rss.xm </ prop>

<prop key="fixedRat e">5000</ pr op>

<prop key="maxMessagesPer Pol | ">100</ pr op>
</util:properties>

<i nport resource="cl asspath: config/spring-nodul e. xm "/ >

<l-- Override direct channel with a queue channel so the test will block until a nessage is received --
>
<i nt:channel id="output">
<i nt:queue/ >
</int:channel >
</ beans>

Next, create and run the test:

package com acne;

i nport

@RunW t h( Spri ngJUni t 4Cl assRunner . cl ass)
@ont ext Confi guration
public class FeedConfigurationTest {
@\ut owi r ed
Pol | abl eChannel out put;

@A\ut owi red
Confi gur abl eAppl i cati onCont ext appli cati onContext;

@est
public void test() {
applicationContext.start();
Message nessage = output.recei ve(10000);
assert Not Nul | (message) ;
assert True(nmessage. get Payl oad() instanceof String);
}
}

The test will load an Application Context using our feed and test context files. It will fail if a item is not
received on the output channel within 10 seconds.e

Create an in-container test

Now that you have verified that the module is basically correct, you can write a test to use it in a stream
deployed to an embedded Spring XD container.

Note

See test a module for some important tips abouts regarding in-container testing.

The spri ng- xd- nodul e- par ent pom provides the necessary dependencies to write such a test:
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package com acne;
i nport

public class FeedSourceMdul el ntegrationTest {
private static SingleNodeApplication application;

private static int RECElIVE TI MEQUT = 6000;

/**
* Start the single node container, binding random unused ports, etc. to not conflict with any other
i nstances
* running on this host. Configure the Mdul eRegistry to include the project nodule.
*/
@Bef ored ass
public static void setUp() {
RandonConf i gur ati onSupport randontConfi gSupport = new RandontConfi gurati onSupport ();
application = new Singl eNodeApplication().run();
Si ngl eNodel nt egr ati onTest Support si ngl eNodel nt egrati onTest Support = new
Si ngl eNodel nt egr ati onTest Support (appl i cation);
si ngl eNodel nt egr ati onTest Support. addMbdul eRegi stry(new
Si ngl et onModul eRegi st ry( Mbdul eType. source, "feed"));
}

@rest
public void test() {

String url = "http://feeds. bbci.co.uk/news/rss.xm";

Si ngl eNodePr ocessi ngChai nConsuner chai n = chai nConsurer (appl i cation, "feedStreant, String.format("feed
--url="9%"", url));

Obj ect payl oad = chai n. recei vePayl oad( RECEl VE_TI MEQUT) ;
assert True( payl oad i nstanceof String);

chai n. destroy();

}

}

The above test configures an and starts embedded Spring XD runtime (SingleNodeApplication) to
deploy a stream that uses the module under test.

The Si ngl eNodePr ocessi ngChai nConsuner can test a stream that does not include a sink. The
chain itself provides an in-memory sink to access the stream’s output directly. In this case, we use the
chain to test the source in isolation. The above test is equivalent to deploying following stream definition:

feed --url="http://feeds. bbci.co.uk/news/rss.xm"' > queue: aNamedChannel

and the chain consumes messages on the named queue channel. At the end of each test method, the
chain should be destroyed to destroy these internal resources and restore the initial state of the Spring
XD container.

Note

The spri ng- xd- nodul e- par ent Maven pom includes a tasks to install a local message bus
implementation under | i b in the project root to enable a local transport provider for the embedded
Spring XD container. It is necessary to run naven process-resour ces or a downstream goal
(e.g., compile, test, package) once in order for this test to work correctly.

18.4 Install the Module

We have implemented and tested the module using Spring Integration directly and also by deploying
the module to an embedded Spring XD container. Time to install the module to Spring XD!
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The next step is to package the module as an uber-jar using maven:

$nmvn package

This will build an uber-jar in target/rss-feed-source-1.0.0. BU LD SNAPSHOT. j ar. If you
inspect the contents of this jar, you will see it includes the module configuration files, custom transformer
class, and dependent jars. Fire up the Spring XD runtime if it is not already running and, using the Spring
XD Shell, install the module as a source named f eed using the nodul e upl oad command:

xd: >nodul e upl oad --file [path-to]/rss-source-feed/target/rss-source-feed-1.0.0.BU LD SNAPSHOT. j ar --
nane feed --type source

Also See registering a module for more details.

18.5 Test the source module

Once Spring XD is running, create a stream to test it the module. This stream will write SyndEntry objects
rendered as JSON to the Spring XD log:

xd: > streamcreate --nane feedtest --definition "feed --url="http://feeds. bbci.co.uk/news/rss.xm"' |
I 0og" --depl oy

You should start seeing messages like the following in the container log:

16:46: 41,309 1.1.0.SNAP | NFO xdbus. feedTest.0-1 sink.feedTest - {"uri":"http://

www. bbc. co. uk/ sport/ 0/ footbal I /30700069", "l i nk":"http://ww.bbc. co. uk/sport/0/

f oot bal | / 30700069", "comment s": nul | , "updat edDate": nul | ,"title":"Gerrard to seal nove
to LA Gal axy", "description":{"type":"text/htm", "val ue":"Liverpool captain Steven
Cerrard is on the brink of finalising an 18-nonth deal to join MS side Los Angel es

Gal axy.","nmode": null,"interface":"comronetools.rone. feed. synd. SyndContent"},"links":[],"contents":
[1,"nodul es":[{"uri":"http://purl.org/dc/
elements/1.1/","title":null,"creator":null,"subject":null,"description":null,"publisher":null,"contributors":

], "date": 1420580673000, "type":null,"format": null,"identifier":null,"source":null,"language": null,"relation":null,"coverage

],"types":[],"formats":[],"identifiers":

]1,"interface":"comronetool s.rone. feed. nodul e. DCVbdul e", "creators":[],"titles":
]1,"descriptions":[],"publishers":[],"contributor":null,"dates":[1420580673000], "I anguages":
],"relations":[],"coverages":[],"rightsList":[],"subjects":[]}],"enclosures":
]
1

[
[
[
[
[
[
[

,"authors":[],"contributors":[],"source":null,"wireEntry":null,"categories":
,"interface":"comronetool s.rone. feed. synd. SyndEntry","titl eEx":{"type":null,"value":"Gerrard to seal
nmove to LA
Gal axy","nmode": null,"interface":"comronetool s.rone. feed. synd. SyndCont ent "}, "publ i shedDat e": 1420580673000, "aut hor":""}
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19. Creating a Data Stream Processor

19.1 Introduction

This section covers how to create a processor module that uses stream processing libraries and
runtimes.module. Spring XD 1.2 provides integration with Project Reactor Stream, RxJava Observables,
and Spark Streaming. Creating a data stream processor in XD allows you to use a functional
programming model to filter, transform and aggregate data in a very concise and performant way. This
section walks through implementing a custom processor module using each of these libraries.

19.2 Reactor Streams

Project Reactor provides a Stream API that is based on the Reactive Streams specification. The
specification was jointly developed by twenty people from a dozen companies (Pivotal included) and has
the goal of creating a standard for asynchronous stream processing with non-blocking back pressure
on the JVM.

Tip

Explore Reactor with the reference guide.

To implement a Stream based processor module you need to implement the interface
org. spri ngframework. xd. react or. Processor

public interface Processor<l, O {

/**

* Process a stream of nmessages and return an output stream The input

* and output streamw || be mapped onto receive/send operations on the nessage bus.

*

* @aram inputStream | nput Streamthe receives nmessages fromthe nessage bus

* @eturn Qutput Publisher (Stream Promise, or any valid Reactive Stream Publisher) of nmessages
sent to the nessage bus

*/

Publ i sher <G> process(Streanxl> input Strean;

Messages that are delivered on the Message Bus are accessed from the input Stream, which can be
directly composed. The return value is the output Stream that is the result of applying various operations
to the input stream. The content of the output Stream is sent to the message bus for consumption by
other processors or sinks.

Examples of operations you can perform on the Stream are map, flatMap, buffer, window, and
reduce. The parameterized data type can be a org. spri ngf ramewor k. nessagi ng. Message,
org. spri ngframewor k. xd. t upl e. Tupl e, j ava. | ang. Map or any other POJO. The following
example uses the Tupl e object to compute the average value of a measurement from a sample size
of 5.
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i nport org.springfranework. xd. reactor. Processor;
i mport org.springfranework. xd. tupl e. Tupl e;
i nport reactor.rx.Stream

inport static com acre. Mat h. avg;
inport static org.springframework. xd. tuple. Tupl eBui |l der. tuple;

public class MvingAverage inpl enents Processor<Tuple, Tuple> {
@verride
publ i c Publisher<Tupl e> process(StreanxTupl e> inputStream {
return input Stream map(tupl e -> tupl e. get Doubl e(" neasurenent "))
. buf fer (5)
.map(data -> tuple().of ("average", avg(data)));

You can now create unit tests for the Processor module just as you would for any other Java class.
The module application context file can be in XML or in Java using a @Configuration class. The XML
version is shown below.

<beans xm ns: xsi ="http://ww. w3. or g/ 2001/ XM_Schema- i nst ance"
xm ns:int="http://ww. springframework. org/schena/integration”
xm ns="ht t p: //ww. spri ngframewor k. or g/ schena/ beans"
xsi :schemalLocation="http://ww. springfranmework. org/ schema/integration
http://ww. springfranmework. org/ schema/ i ntegration/spring-integration. xsd
http://ww. springfranmewor k. or g/ schema/ beans
http://ww. springfranework. or g/ schema/ beans/ spri ng- beans. xsd" >

<bean id="nmessageProcessor" cl ass="com acne. Movi ngAver age"/ >

<int:channel id="input"/>
<bean nanme="nessageHandl er" cl ass="org. spri ngframework. xd. react or. Broadcast er MessageHand| er " >

<constructor-arg ref="nmessageProcessor"/>
</ bean>

<int:service-activator input-channel ="input" ref="nessageHandl er"
out put - channel =" out put "/ >
<int:channel id="output"/>

</ beans>

Examples of unit and integration testing a module are available in the reactor sample project. The sample
project also shows how you can package your module into a single jar and upload it to the admin server.

19.3 RxJava Streams

RxJava provides the Observable API that is based on the Reactive Extensions .NET library.

To implement a Observable based XD processor module you need to implement the interface
org. spri ngframewor k. xd. r xj ava. Processor
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public interface Processor<l,O {

/**

* Process a stream of nessages and return an output stream The input

* and output streamwi || be napped onto receive/send operations on the nessage bus.
*

* @araminputStream I nput streamthe recei ves nmessages fromthe nmessage bus

* @eturn Qutput stream of nessages sent to the nessage bus

*/

Obser vabl e<G> process(Observabl e<l > input Strean) ;

Messages that are delivered on the Message Bus are accessed from the Observable input stream. The
return value is the Observable output stream that contains the results of applying various operation to
the input stream. The content of the output stream is sent to the message bus for consumption by other
processors or sinks.

Examples of operations you can perform on the Stream are map, flatMap, buffer, window, and
reduce. The parameterized data type can be a org. spri ngf ramewor k. nessagi ng. Message,
org. springfranmework. xd. t upl e. Tupl e, j ava. | ang. Map or any other POJO.

When used in combination with Data Partitioning on the Message Bus, this allows you to create an
streaming application where Stream state is calculated based on those partitions where necessary.

Data Partitioning No Data Partitioning
on the Message Bus on the Message Bus

RxJava Stream f(x) | —— hdfs

http

RxJava Stream f{(x) | _—1 hdfs Partitioned
Data

http Directories
RxJava Stream f(x) | —— hdfs

In this deployment the data that is sent to the RxJava processing modules from the HTTP sources
is partitioned such that the red data always goes to the red stream processing module and so on for
the other colors. The next hop of processing, where writing to HDFS occurs, does not require data
partitioning, so the message load can be shared across the HDFS sink instances.

There can be as many layers of RxJava Stream processing as you require, allowing you to collocate
specific functional operations as you see fit within a single JVM or to distribute across multiple JVMs.

1.2.0.RC1 Spring XD 241

Time-Stamp



Spring XD Guide

RxJava Stream f,(x)

RxJava Stream f,(x)

http
RxJava Stream f,(x)

RxJava Stream f,(x)

http

RxJava Stream f,(x)

The following example uses the Tupl e object to compute the average value of a measurement from
a sample size of 5.

inport org.springframework. xd. rxj ava. Processor;
i nport org.springfranmework. xd. tupl e. Tupl e;
inport rx.Cbservabl e;

inport static com acne. Math. avg;
inport static org.springframework. xd. tupl e. Tupl eBui | der. tupl e;

public class MvingAverage inplenents Processor<Tuple, Tuple> {

@verride
publ i c Observabl e<Tupl e> process(Observabl e<Tupl e> i nput Strean) {
return inputStream map(tuple -> tuple. get Doubl e( " neasurenent"))
. buffer(5)
.map(data -> tuple().of ("average", avg(data)));

You can now create unit tests for the Processor module as you would for any other Java class. The
module application context file can be in XML or in Java using a @Configuration class. The XML version
is shown below.

<beans xml ns: xsi="http://ww.w3. org/ 2001/ XM_Schena- i nst ance"
xm ns:int="http://wwm. springframework. org/ schema/integration”
xm ns="ht t p: // www. spri ngframewor k. or g/ schema/ beans"
xsi : schemaLocati on="http://ww. spri ngframewor k. org/ schenma/ i nt egration
http://ww. spri ngframewor k. or g/ schema/ i nt egrati on/ spring-integration. xsd
http://wwv. spri ngframewor k. or g/ schema/ beans
http://ww. spri ngfranewor k. or g/ schena/ beans/ spri ng- beans. xsd" >

<bean i d="nmessageProcessor" class="com acne. Movi ngAver age"/ >

<l-- Using a Subject MessageHandl er to share bserverable state across threads -->
<int:channel id="input"/>
<bean nanme="nmessageHandl er" cl ass="org. spri ngframewor k. xd. r xj ava. Subj ect MessageHand| er " >

<constructor-arg ref="nmessageProcessor"/>
</ bean>

<int:service-activator input-channel ="input" ref="messageHandl er"
out put - channel =" out put "/ >
<i nt:channel id="output"/>

</ beans>
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Examples of unit and integration testing a module are available in the RxJava Moving Average sample
project. The sample project also shows how you can package your module into a single jar and upload
it to the admin server.

Scheduling

There are two MessageHandl er implementations that you can choose from,
Subj ect MessageHandl er and Mul ti pl eSubj ect MessageHandl er .

Subj ect MessageHand| er uses a single Seri al i zedSubj ect to process messages that were
received from the Message Bus. This subject, downcast to Observable, is what is passed into
the process method. Using Subj ect MessageHandl er has the advantage that the state of the
Observabale input stream can be shared across all the Message Bus dispatcher threads that are
invoking onNext . It has the disadvantage that the processing and consumption of the Observable output
stream (that sends messages to the Message Bus) will execute serially on one of the dispatcher threads.
Note you can modify what thread the Observable output stream will use by calling obser veOn before
returning the output stream from your processor.

Mul ti pl eSubj ect MessageHandl er uses multiple Subjects to perform processing. A Spring
Expression Language (SpEL) expression is used to map the incoming message to a specific
Subject to use for processing. Using Mul ti pl eSubj ect MessageHand! er has the advantage
that it can use all Message Bus dispatcher threads. It has the disadvantage in that each
Observable input stream has its own state, which may not be desirable for certain types of
aggregate calculations that should see all of the data. A common partition expression to use is
T(j ava.l ang. Thread) . current Thread() . get 1 d() so thata Subject will be created per thread.

<bean nanme="nessageHandl er" cl ass="org. spri ngfranmework. xd. rxj ava. Mul ti pl eSubj ect MessageHand| er " >
<constructor-arg ref="nessageProcessor"/>
<constructor-arg val ue="T(java.l ang. Thread).current Thread().getld()"/>

</ bean>

The satisfies the contract to have single threaded access to a Subject. Another interesting partition
expression to use in the case of the Kafka Message Bus is header [ ' kaf ka_partition_id'].This
will create a Subject per Kafka partition that represents an ordered sequence of events. The XD Kafka
Message Bus statically maps partitions to dispatcher threads to there is only single threaded access
toa Subject.

19.4 Spark streaming

Spring XD integrates with Spark streaming so that the streaming data computation logic can be run on
a spark cluster. Spring XD runs the Spar k Dri ver as an XD module (processor or sink) in the XD
container while the Spark streaming r el i abl e recei ver and the data computation is done at the
Spark C uster.

This provides advantage over connecting to various streaming sources while running the computation
logic on spark cluster. Running the spark driver on the XD container also provides automatic failover
capabilities in case of driver failure.

With Spark Streaming, events are processed at the micro batch |evel via DStreams, which
represent a continuous flow of partitioned RDDs. Setting up a Spark Streaming module within XD can
be beneficial when adding streaming data computation logic for at apped XD stream. While the primary
stream processes events one at a time (through the regular XD modules), the tapped stream will become
a sour ce for the Spark Streaming module.
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Lets discuss a real world scenario of data collection and doing some analytics on it.

stream create mainstream--definition "ngtt | filterl: <some filtering> | hdfs"

stream create sparkstreanl --definition "tap:mainstreamfilterl > spark-stream ng-processor-nodul el |
<some XD si nk>"

stream create sparkstrean? --definition "tap:mainstreamfilterl > spark-streamn ng-processor-nodul e2 |
spar k- st ream ng- si nknodul el1"

stream create sparkstreanB --definition "tap:nainstreamfilterl > spark-streani ng-si nknodul e2"

In the above set of streams, consider a primary stream that collects dataone at a ti nme from various
sensors and stores that r aw data into HDFS, after only same basic filtering. At the same time, there
are a few other streams that perform analytics on the data being collected at m cr o- batch | evel .
Here, the tapped stream'’s source can be reliable or durable based on the nessagebus implementation,
and this data is processed (at the micro batch level) by the Spark Streaming module. This allows the
developer to choose the stream data processing based on the use case.

Writing a spark streaming module

Spring XD provides Java and Scala based interfaces which expose a pr ocess method that the spark
streaming developer would implement. This method processes the input DStream received by the spark
streaming r ecei ver . In case of XD processor module this method would return an output DStream.
In case of XD sink module, it would write the computed data into file system, HDFS etc., (for example
saveAsTextFiles(), saveAsHadoopFiles() using Spark APIs).

For Java based implementation, the interface
or g. spri ngframewor k. xd. spar k. st ream ng. j ava. Processor is defined

public interface Processor<l| extends JavaDStreanli ke, O extends JavaDStreanli ke> ext ends
Spar kSt r eam ngSupport {

/**
* Processes the input DStream and optionally returns an output DStream
*
* @araminput the input DStream
* @eturn output DStream (optional, nmay be null)
*/
O process(! input);
}

It is recommended to write the implementation in Java 8.

For Scala based implementation, the trait
org. spri ngfranmewor k. xd. spar k. st ream ng. scal a. Processor is defined

trait Processor[l, O extends SparkStream ngSupport {

/**
* Processes the input DStream and optionally returns an output DStream
*
* @araminput the input DStream fromthe receiver
* @eturn output DStream (optional, may be null)
*/
def process(input: ReceiverlnputDStrean{l]): DStrean{d

When creating an XD processor/sink module, developer would implement this interface and make the
module archive (along with its dependencies) available in the modules registry.

To set the Spark configuration properties when developing spark streaming module, the developer can
use or g. spri ngframewor k. xd. spar k. st ream ng. Spar kConf i g annotation on the method that
returns type j ava. util . Properti es.
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To add default spark streaming command line options for the spark streaming module and to
let XD admin know this is spark streaming module, following entry should be added in module
registry module config properties (for example: modules/processor/spark-wordcount/config/spark-
wordcount.properties):

options_cl ass=org. spri ngfranmewor k. xd. spar k. streani ng. Def aul t Spar kSt r eam nghbdul eOpt i onsMet adat a

Developer can extend this to provide more custom command line options. By default, the following
module options are supported for the spark streaming module:

 batchinterval (the time interval in millis for batching the stream events)
» storagelevel (the streaming data persistence storage level)
Note

If you are using Java7 to run Spring XD, then make sure to set the JAVA_OPTS to increase -
XX: MaxPer nSi ze to avoid Per mGen issue on the XD container where the spark driver would be
running.

How this works

When a spark streaming processor (a processor or a sink) that implements Pr ocessor interface above
is deployed, the Spar kDri ver sets up the streaming context and runs as an XD module inside the
XD container.

This sets up Spark streaming receiver (in case of processor and sink) in spark cluster that connects to XD
upstream module’s output channel in the message bus. Also note that this receiverisar el i abl e Spark
streaming receiver (if you use r abbi t or kaf ka as message-bus) out of the box. This is implemented
using manual acknowledgement and explicit offset management on Rabbit and Kafka respectively. The
MessageBusRecei ver makes the incoming messages available for the computation in spark cluster
as DStreams. If the streaming module is of XD processor type then the computed messages are pushed
to the downstream module by MessageBusSender . The MessageBusSender binds to the downstream
module’s input channel which subsequently connects to any of the XD processor or sink modules.

It is important to note that the MessageBusReceiver, streaming processor computation and the
MessageBusSender run on Spark cluster.
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Data Partitioning

on the Message Bus
Spark Driver f,(x)
i N\
http Spark Driver f.(x Y Time-Stamp
i : FLL hdfs Partitioned
- ; Data
http Spark Driver f,(x) ElEvres
1
T hdfs
i |1 deploy
1 1
Spark el
Cluster
Receiver Receiver Receiver
s —¥ —*
fix) JJ filx) H filx) JJ ‘\ No Data Partitioning
gxecutor executor executor i the-Messase Biis
* o ik g
Sender Sender Sender

Data loss and recovery

The current implementation of the spark streaming supports aut omati c fail over capability on
spark driver failure by re-deploying the spark streaming module but the streaming receiver
(MessageBus receiver) implementation i sn' t rel i abl e yet. (There could be data loss in case of
receiver worker node failure). In the upcoming release, we will have a reliable receiver implementation.

Module Type Conversion

Spark streaming modules avail the out of the box module type conversion support from Spring XD. A
spark streaming processor module can specify i nput Type and out put Type while a spark streaming
sink module can specify i nput Type to denote the cont ent Type of the incoming/outgoing messages
before they get ingested into/written out of spark streaming module.

stream create mainstream--definition "mtt | filterl: <sone filtering> | hdfs"

stream create sparkstreaml --definition "tap: mainstreamfilterl > spark-streani ng-processor-nodul el --

i nput Type=appl i cation/json --output Type=application/x-xd-tuple | <sone XD sink>"

stream create sparkstrean? --definition "tap:mainstreamfilterl > spark-stream ng-processor-nodul e2 |
spar k- st ream ng- si nknodul el1"

stream create sparkstreanB --definition "tap:mainstreamfilterl > spark-streani ng-sinkmodul e2 --

i nput Type=t ext/pl ai n"

For info on module type conversion, please refer here
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XD processor module examples

Java based implementation

i nport org.
i nport org.
i nport org.
i nport org.
i nport org.

i nport org.
i nport org.

@verride

}
1)

}

}
1)

}

}
}

apache.
apache.
apache.
apache.
apache.

inport java.util.Arrays;
i nport java.util.Properties;

spark.
spark.
spark.
spar k.
spark.

api
api
api

.java. functi on. Fl at MapFunct i on;
.java. function. Functi on2;
.java. function. PairFuncti on;

stream ng. api . j ava. JavaDSt r eam
streamn ng. api . j ava. JavaPai r DSt r eam

spri ngframewor k. xd. spar k. st ream ng. Spar kConfi g;

spri ngframewor k. xd. spar k. streamni ng. j ava. Processor;

@uppr essWar ni ngs( {
public class WrdCount

@verride
public lterable<String> call(String x) {
return Arrays.asList(x.split(" "));

@verride
public Tupl e2<String,
return new Tupl e2<String, Integer>(s, 1);

@verride
public Integer call(Integer i1, Integer i2) {
return il + i2;

@par kConfi g
public Properties get SparkConfigProperties() {
Properties props
props. set Property( SPARK_MASTER URL_PROP, "local [4]");
return props;

i nport scal a. Tupl e2;

return wordCounts;

public JavaPairDStrean<String,

JavaPai r DSt reanxString, |
I nteger>() {

"serial" })
i mpl ements Processor <JavaDSt reanxStri ng>,

nt eger > wordCounts = words. mapToPai r (new Pai r Functi on<Stri ng,

Integer> call(String s) {

}) . reduceByKey(new Functi on2<I nteger, Integer, Integer>() {

= new Properties();

JavaPai r DSt reanxStri ng,

I nt eger> process(JavaDStreankString> input) {
JavaDStreanxkString> words = input.flatMap(new Fl at MapFuncti on<Stri ng,

Scala based implementation
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inmport java.util.Properties

import org. apache. spark. stream ng. St ream ngCont ext. _

inport org.apache. spark. stream ng. dstream { DStream Recei ver| nput DSt reant
inport org.springfranmework. xd. spar k. stream ng. SparkConfig

inmport org.springfranmework. xd. spar k. stream ng. scal a. Processor

cl ass WrdCount extends Processor[String, (String, Int)] {

def process(input: ReceiverlnputDStrean{String]): DStrean{(String, Int)] = {
val words = input.flatMap(_.split(" "))
val pairs = words. map(word => (word, 1))
val wordCounts = pairs.reduceByKey(_ + _)
wor dCount s

}

@ppar kConfig

def properties : Properties = {
val props = new Properties()
props. set Property("spark. master", "local[4]")
props

}
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20. XD sink module example

Java based implementation
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inport java.io.BufferedWiter;
inport java.io.File;

inport java.io.FileWiter;
inport java.io.|OException;
inport java.util.lterator;
inport java.util.Properties;

i nport org.apache. spark. api . j ava. JavaRDD;

i nport org.apache. spark. api . j ava. functi on. Functi on;

i nport org. apache. spark. api . j ava. f uncti on. Voi dFuncti on;
i nport org.apache. spark. stream ng. api . j ava. JavaDSt r eam

i nport org.springfranework. xd. spark. stream ng. Spar kConfi g;

@uppr essWarni ngs({ "serial" })

private File file;

public void setPath(String filePath) {
file = new File(filePath);
if (!file.exists()) {
try {
file.createNewFile();
}
catch (I OException ioe) {
throw new Runti neException(ioe);
}
}
}

@par kConfi g

public Properties getSparkConfigProperties() {
Properties props = new Properties();

props. set Property("spark. master", "local[4]");
return props;

}
@verride

i nput . f or eachRDD( new Functi on<JavaRDD<String>, Void>() {

@verride
public Void call (JavaRDD<String> rdd) {

@verride

FileWiter fw
Buf feredWiter bw = null;
try {
fw=new FileWiter(file.getAbsoluteFile());
bw = new BufferedWiter(fw);
while (itens. hasNext()) {
bw. append(itens. next() + System|lineSeparator());

}

}
catch (1 OException ioe) {
t hrow new Runti meException(ioe);

}
finally {
if (bw!=null) {
bw. cl ose();
}
}
}
19
return null;
}
1)
return null;
}
}

i nport org.springfranework. xd. spark. stream ng. j ava. Processor;

public class Fil eLogger inplenents Processor<JavaDStreankString>, JavaDStreankString>> {

public JavaDStreanxString> process(JavaDStreanxString> input) {

rdd. foreachPartition(new Voi dFunction<lterator<String>>() {

public void call(lterator<String> itens) throws Exception {
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Scala based implementation

inport java.io.{BufferedWiter, File, FileWiter, |CException}
inport java.util.Properties

import org.apache. spark. stream ng. dstream { DSt ream Recei ver| nput DSt r eant
import org.springframework. xd. spar k. stream ng. Spar kConfi g
import org.springframework. xd. spar k. st ream ng. scal a. Processor

class FilelLogger extends Processor[String, String] {
var file: File = null

def setPath(filePath: String) {
file = new File(filePath)
if (!file.exists) {
try {
file.createNewFile
}
catch {
case ioe: | OException => {
throw new Runti neException(ioe)
}
}
}
}

@ppar kConfi g def getSparkConfigProperties: Properties = {
val props: Properties = new Properties
props. set Property("spark. master", "local[4]")
return props

}

def process(input: ReceiverlnputDStreaniString]): DStreaniString] = {
i nput . foreachRDD(rdd => {
rdd. foreachPartition(partition => {
var fw FileWiter = null
var bw BufferedWiter = null
try {
fw=new FileWiter(file.getAbsoluteFile)
bw = new BufferedWiter(fw
while (partition.hasNext) {
bw. append(partition.next.toString + System|ineSeparator)

}
}
catch {
case ioe: |CException => {
t hrow new Runti meExcepti on(i oe)
}
}
finally {
if (bw!=null) {
bw. cl ose
}
}
b
})
nul |

Checkout some examples, module configurations and tests
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21. Creating a Processor Module

21.1 Introduction

As outlined in the modules document, Spring XD currently supports four types of modules: source,
sink, and processor for stream processing and job for batch processing. This document walks through
implementing a custom processor module.

One or more processors can be included in a stream definition to modify the data as it passes on its way
from the source to the sink. The architecture section covers the basics of stream processing. Processor
modules provided out of the box are covered in the processors section.

Here we'll look at how to create a simple processor module from scratch. This module will extract
the t ext field from input messages from from a t wi t t er sear ch source. The steps are essentially
the same regardless of the module’s functionality. Note that Spring XD can perform this type of
transformation without requiring a custom module. Rather than using the built-in functionality, we will
implement a custom processor and wire it up with Spring Integration. The complete code for this example
is here.

21.2 Write the Transformer Code

The tweet messages fromt wi t t er sear ch contain quite a lot of data (id, author, time, hash tags, and
so on). The transformer we’ll write extracts the text of each tweet and outputs this as a string. The output
messages from the t wi t t er sear ch source are also strings, rendering the tweet data as JSON. We
first load this into a map using Jackson library code, then extract the t ext field from the map.

package my.custom transfornmer;

inport java.io.|OException;
i nport java.util.Mp;

i nport org.codehaus. jackson. map. Cbj ect Mapper ;
i nport org.codehaus.j ackson. type. TypeRef erence;
i nport org.springfranework.integration.transforner. MessageTr ansf or mati onExcepti on;

public class Tweet Tr ansforner {
private Object Mapper mapper = new Obj ect Mapper () ;

public String transforn(String payload) {
try {
Map<String, Object> tweet = napper.readVal ue(payl oad, new TypeRef erence<Map<String, Object>>()
{1
return tweet.get("text").toString();
} catch (I Cexception e) {
throw new MessageTransformati onExcepti on("Unable to transformtweet: " + e.getMessage(), e);
}
}
}

21.3 Create the module Application Context File

Create the following file as spring-module.xml in the conf i g resource directory:
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<?xm version="1.0" encodi ng="UTF-8"?>

<beans: beans xm ns="http://ww. springframework. org/ schema/integration”
xm ns: xsi ="http://ww. w3. org/ 2001/ XM_Schena- i nst ance"
xm ns: beans="htt p://ww. spri ngfranmewor k. or g/ schema/ beans"
xsi : schemaLocat i on="http://ww. spri ngfranmewor k. or g/ schena/ beans
http://ww. spri ngfranework. or g/ schenma/ beans/ spri ng- beans. xsd
http://ww. springfranmework. org/ schema/i ntegration
http://ww. springfranmework. org/ schema/ i ntegration/spring-integration.xsd">
<channel id="input"/>

<transforner input-channel="input" output-channel ="out put">
<beans: bean cl ass="ny. custom transfornmer. Tweet Transfornmer" />
</ transformer>

<channel id="output"/>
</ beans: beans>

Alternately, you can create the application context using an @Configuration class. In the example below,
we’ve combined the configuration and the transformer into a single Java file for simplicity. Note that
Tweet Tr ansf or mer now includes Spring Integration annotations:
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i nport
i nport
i nport
i nport
i nport
i nport
i nport
i nport
i nport
i nport
i nport
i nport

@Bean

}

@Bean

}
}

try
}
}

}

i nport java.io.| OException;
i nport java.util.Mp;

package ny.custom transforner;

nmy. custom t ransf or mer. Tweet Tr ansf or ner ;
or g. codehaus. j ackson. map. Cbj ect Mapper ;
or g. codehaus. j ackson. t ype. TypeRef er ence;

org.
org.
org.
org.
org.
org.
org.
org.
org.

{

DE

spri
spri
spri
spri
spri
spri
spri
spri
spri

@configuration
@Enabl el nt egrati on
public class Mdul eConfiguration {
@\ut owi r ed
Tweet Tr ansf ormer transformer;

publ i c MessageChannel
return new Direct Channel ();

MessageChannel
return new Direct Channel ();

Map<Stri ng,

ngf r amewor k.
ngf r amewor k.
ngf r amewor k.
ngf r amewor k.
ngf r amewor k.
ngf r amewor k.
ngf r amewor k.
ngf r amewor k.
ngf r amewor k.

@kssageEndpoi nt
cl ass Tweet Tr ansf ormer {
private Object Mapper mapper = new Cbj ect Mapper () ;

@r ansf or ner (i nput Channel
public String transforn(String payl oad) {

catch (1 OException e) {
throw new MessageTr ansf or mati onException("Unable to transformtweet: " + e.getMessage(), e);

output () {

beans. f act ory. annot ati on. Aut owi r ed;

cont ext . annot at i on. Bean;

cont ext. annot ati on. Confi gurati on;

i ntegration. annot ati on. MessageEndpoi nt ;

i ntegration.annotation. Transf or ner;

i ntegration. channel . Di rect Channel ;

i ntegration. config. Enabl el ntegration;
integration.transfornmer. MessageTr ansf or mati onExcepti on;
messagi ng. MessageChannel ;

input() {

= "input", outputChannel = "output")

bj ect > tweet = mapper.readVal ue(payl oad, new TypeRef erence<Map<String, Object>>() {

return tweet.get("text").toString();

To use @Configuration, you must also tell Spring which packages to scan in the module’s properties
file spri ng- nodul e. properti es:

‘ base_packages=ny. cust om t r ansf or nmer

21.4 Write a Test

Writing a test to deploy the module in an embedded single node container requires the spri ng- xd-
di rt and spri ng- xd-t est libraries and a few other things. See the project pom or the gradle build
script for details. The following code snippets are from TweetTransformerintegrationTest
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Note

See test a module for some important tips abouts regarding in-container testing.

First we start the SingleNodeApplication and register the module under test by adding
a Singl et onMobdul eRegi stry providing the module name and type. This looks in the
root classpath by default, so will find the module configuration in src/main/resources/config.
Si ngl eNodel nt egr at i onTest Support provides programmatic access to major beans in the Admin
and Container application contexts, as well as the contexts themselves.

/**

* Unit tests a nodul e depl oyed to an XD singl e node contai ner.
*/

public class Tweet TransformerlntegrationTest {

private static SingleNodeApplication application;
private static int RECElIVE_TI MEQUT = 5000;

private static String nodul eNane = "tweet-transformer”;

/**
* Start the single node container, binding randomunused ports, etc. to not conflict with any other
i nstances
* running on this host. Configure the Mdul eRegistry to include the project nodul e.
*/
@Bef or ed ass
public static void setUp() {
RandonConf i gur ati onSupport randonConfi gSupport = new RandontConfi gurati onSupport();
application = new Si ngl eNodeApplication().run();
Si ngl eNodel nt egr ati onTest Support singl eNodel nt egrati onTest Support = new
Si ngl eNodel nt egr ati onTest Support
(application);
si ngl eNodel nt egr ati onTest Support . addModul eRegi stry(new Si ngl et onMddul eRegi st ry(Mddul eType. processor,
nmodul eNane) ) ;

To implement ths test, we will use the Si ngl eNodePr ocessi ngChai n test fixture. The chain is a
partial stream definition, represented as Spring XD DSL, which may be a single module, a chain of
processors separated by |. In this case we are testing a single module. The chain binds local message
handlers that act as source and sink to complete the stream. Thus we can deploy the stream and send
messages directly to the source and receive messages directly from the sink:

We could, in theory, test against the actual twittersearch source, but this is not advised because it would
depend on connecting to Twitter, providing credentials, etc. So we will save that for when the module is
actually installed to the target Spring XD runtime. Instead, we can simply send a message with a sample
tweet and verify that we get the content of the text property as output, as expected.
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/**
* This test creates a streamw th the nodul e under test, or in general a "chain" of processors. The
* Singl eNodeProcessingChain is a test fixture that allows the test to send and recei ve nmessages to
verify each
* message i s processed as expected.

*/
@rest
public void test() {
String streamName = "tweet Test";
String tweet = "..." //JSON omtted here for clarity

String processi ngChai nUnder Test = nodul eNane;

Si ngl eNodePr ocessi ngChai n chain = chai n(application, streanName, processingChai nUnder Test);
chai n. sendPayl oad(tweet);

String result = (String) chain.recei vePayl oad( RECEI VE_TI MEQUT) ;

assert Equal s(" Aggr essi ve Ponytail #freebandnanes", result);

/ /' Unbind the source and sink channels fromthe nessage bus
chai n. destroy();

21.5 Register the Module

Since the module requires no external dependencies in this case, we can build the project as a simple
jar file and install it using the modul e upl oad shell command:

xd: >nodul e upload --file [path-to]/tweet-transforner-1.0.0.BU LD- SNAPSHOT. j ar --nane tweet-transforner
--type processor
Successful |y upl oaded nodul e ' processor:tweet-transforner’

If you make changes and need to re-install, you must first delete the existing module:

xd: >nmodul e del ete processor:tweet-transformer

Note

A simple jar file works in this case because the module requires no additional library dependencies
since the Spring XD class path already includes Jackson and Spring Integration. See Module
Packaging for more details.

21.6 Test the custom module in the Spring XD runtime:

Start the Spring XD runtime and try creating a stream to test your processor:

xd: > streamcreate --nane javatweets --definition "twittersearch --query=java --consuner Key=<your _key>
--consumer Secr et =<your _secret> | tweet-transformer | file" --deploy

If you haven't already used twi ttersearch, read the sources section for more details. This
command should stream tweets to the file / t np/ xd/ out put /j avat weet s but, unlike the normal
twi ttersear ch output, you should just see the text of the tweet rather than the full JSON document.

Also see si-dsl-module example for a more complex example of a processor module.

1.2.0.RC1 Spring XD 256


https://github.com/spring-projects/spring-xd-samples/tree/master/si-dsl-module

Spring XD Guide

22. Creating a Sink Module

22.1 Introduction

As outlined in the modules document, Spring XD currently supports four types of modules: source,
sink, and processor for stream processing and job for batch procesing. This document walks through
implementing a custom sink module.

The last module in a stream is always a sink. A sink module is built with Spring Integration to consume
messages on its input channel and send them to an external resource to terminate the stream.

Spring Integration provides a number of outbound channel adapters to integrate with various transports
such as TCP, AMQP, JMS, Kafka, HTTP, web services, mail, or data stores such as file, Redis,
MongoDB, JDBC, Splunk, Gemfire, and more. It is straightforward to create a sink module using an
existing outbound channel adapters. Such outbound channel adapters are typically used to integrate
streams with external data stores or legacy systems. Alternately, you may need to invoke a third party
Java API to provide data to an external system. In this case, the sink can easily invoke a Java method
using a Service Activator.

Here, we will demonstrate step-by-step how to create and install a sink module using the Spring
Integration Redis Store Outbound Channel Adapter. The complete code for this example is redis-store-
sink sample project.

22.2 Create the module Application Context

Configure the outbound channel adapter in an xml bean definition file under the confi g resource
directoy:

<beans ...>
<i nt:channel id="input" />

<i nt-redis: store-out bound- channel - adapt er
i d="redi sLi st Adapter" collection-type="LIST" channel ="i nput" key="${col |l ection}" auto-startup="false"/
>

<beans: bean i d="redi sConnecti onFact ory"

cl ass="org. springframework. dat a. redi s. connecti on. j edi s. Jedi sConnecti onFact ory" >
<beans: property nanme="host Name" val ue="${host}" />

<beans: property name="port" val ue="${port}" />

</ beans: bean>

</ beans>

The adapter, as required by Spring XD, is configured as an endpoint on a channel named input. When
a message is consumed, the Redis Store outbound channel adapter will write the payload to a Redis
list with a key given by the ${collection} property. By default, the Redis Store outbound channel adapter
uses a bean named redisConnectionFactory to connect to the Redis server. Here the connection factory
is configured with property placeholders ${host}, ${port} which will be provided as module options in
stream definitions that use this sink. Note that aut o- st art up is setto f al se. This is a requirement for
Spring XD modules. When a stream is deployed, the Spring XD runtime will create and start the modules
in the correct order to ensure that everything is initialized before the stream starts processing messages.
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Note

By default, the adapter uses a StringRedisTemplate. Therefore, this module will store all payloads
directly as Strings. You may configure a RedisTemplate with a different value Serializer to serialize
other data types, such as Java objects, to the Redis collection.

Spring XD will automatically register a PropertyPlaceholderConfigurer to your application context, so
there is no need to declare one here. These properties correspond to module options defined for this
module (discussed below). Users supply option values when creating a stream using the DSL.

The module’s properties file in the confi g resource directory contains Module Options Metadata
including a description, type, and optional default value for each property. The metadata supports
features like auto-completion in the Spring XD shell and option validation:

options.collection.description = the name of the |ist
options. col | ection.default= ${xd.stream nanme}
options.collection. type = java.lang. String

#

options. host.description = the host nanme for the Redis store
options. host. def aul t = | ocal host

options. host.type = java.lang. String

#

options. port.description = the port for the Redis store
options. port.default= 6379

options.port.type = java.lang.|nteger

Note that the collection defaults to the stream name, referencing a common property provided by Spring
XD.

Alternately, you can write a POJO to define the metadata. Using a Java class provides better validation
along with additional features and requires that the class be packaged as part of the module.

22.3 Create a module project

This section covers creating the module as a standalone project containing some code to test the
module. This example uses Maven but Spring XD supports Gradle as well

Take a look at the pom file for this example. You will see it declares spri ng- xd- modul e- par ent as
its parent and declares a dependency on spri ng-i nt egrati on-r edi s which provides the outbound
channel adapter. The parent pom provides everything else you need. We also need to configure
repositories to access the parent pom and any other dependencies. The xml file containing the bean
definitions and the properties file are located in sr c\ mai n\ r esour ces\ confi g.

Create the Spring integration test

The main objective of the test is to ensure that messages are stored in a Redis list once the module’s
Application Context is loaded. In order to test the module stand-alone, we need to enhance the module
context with property values and a RedisTemplate to retrieve the stored messages.

Add the following src/test/resources/org/springframework/xd/samples/RedisStoreSinkTest-context.xmil:
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<beans...>
<cont ext: property- pl acehol der properties-ref="props"/>

<util:properties id="props">
<prop key="col |l ection">nycol | ection</prop>
<prop key="host">| ocal host </ pr op>
<prop key="port">6379</ prop>
</util:properties>

<i nport resource="cl asspath: confi g/ spring-nodul e. xm "/ >

<bean id="redi sTenpl ate" cl ass="org. springfranmework. data.redis.core. StringRedi sTenpl ate">
<property name="connecti onFactory" ref="redi sConnecti onFactory"/>
</ bean>
</ beans>

Next, create and run the RedisStoreSinkTest:

package org. springfranmewor k. xd. sanpl es;

i nport

@RunW 't h( Spri ngJUni t 4Cl assRunner . cl ass)
@ont ext Confi guration
public class Redi sStoreSinkTest {

@A\ut owi red
Confi gur abl eAppl i cati onCont ext appli cati onContext;

@\ut owi r ed
MessageChannel i nput;

@A\ut owi red
Redi sTenpl ate<String, String> redi sTenpl ate;

@est
public void test() {

applicationContext.start();

i nput.send(new Generi cMessage<String>("hello"));

assert Equal s("hel l 0", redisTenpl ate. boundLi st Ops("nycol |l ection").leftPop(5, TimeUnit.SECONDS));
}

@\t er
public void cleanUp() {
redi sTenpl ate. del et e("nycol | ection");

}

The test will load the module application context using our test context and send a message to the
module’s input channel. It will fail if the input payload "hello" is not added to the Redis list within 5
seconds.

Run the test

The test requires a running Redis server. See Getting Started for information on installing and starting
Redis.

Test the Module Options

Another test you may want to include is one to verify the module options metadata, as
defined in spring-module.properties Here is an example ModuleOptionsTest that uses Spring XD’s
DefaultModuleOptionsMetadataResolver
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package org. springfranework. xd. sanpl es;

i nport

/**

* Tests expected nodul e properties are present.
*/

public class Mdul eOptionsTest {

@est
public void testMdul eOptions() {
Mbdul eOpt i onsMet adat aResol ver npdul eOpt i onsMet adat aResol ver = new
Def aul t Modul eOpt i onsMet adat aResol ver () ;
String resource = "classpath:/";
Modul eDefinition definition = Mdul eDefinitions.sinple("redis-store", sink, resource);
Mbdul eOpt i onsMet adat a met adata = nodul eOpti onsMet adat aResol ver. resol ve(definition);

assert That (
met adat a,
cont ai nsl nAnyOr der ( nodul eOpt i onNanmed( " col | ecti on"), nodul eOpti onNanmed("host"),
nmodul eOpt i onNanmed( " port")));

for (Mdul eOption nmodul eOption : netadata) {
if (rodul eOption. get Name() . equal s("col lection")) {
assert Equal s(" ${xd. stream nane}", nodul eOpti on. get Def aul t Val ue());
}
if (rmodul eOption. get Name(). equal s("port")) {
assert Equal s("6379", nodul eOption. get Def aul t Val ue());
}
if (rodul eOption. get Name() . equal s("host")) {
assert Equal s("1 ocal host", nodul eOpti on. get Def aul t Val ue());
}
}
}

public static Matcher<Modul eOption> nodul eOpti onNamed(String name) {
return hasProperty("nane", equal To(nane));

}

}

22.4 Install the module

The next step is to package the module as an uber-jar using maven:

‘ $nvn package

This will build an uber-jar in t arget/redi s-store-sink-1.0.0. BU LD SNAPSHOT. j ar . If you
inspect the contents of this jar, you will see it includes the module configuration files and dependent
jars (spring-integration-redis in this case). Fire up the Spring XD runtime if it is not already
running and, using the Spring XD Shell, install the module as a sink hamed r edi s- st or e using the
nodul e upl oad command:

xd: >nodul e upload --file [path-to]/redis-store-sink/target/redis-store-sink-1.0.0.BU LD- SNAPSHOT. j ar - -
name redis-store --type sink

See registering a module for more details.

22.5 Test the module

Once the XD server is running, create a stream to test your new module. This stream will write tweets
containing the word "java" to Redis as a JSON string:

xd: > streamcreate --nane javasearch --definition "twittersearch --consunerKey=<your_key> --
consumer Secr et =<your _secret> --query=java | redis-store --collection=javatweets" --deploy
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Note that you need to have a consumer key and secret to use the t wi t t er sear ch module. See the
description in the sources section for more information.

Fire up the redis-cli and verify that tweets are being stored:

$ redis-cl

redis 127.0.0.1:6379> lrange javatweets 0 -1

1) "{\"id\":342386150738120704,\"text\":\"Now Hiring: Senior Java Devel oper\",\"createdAt
\": 1370466194000, \"fromJser\":\"j enconpgeek\",...\"}"

If you prefer a simpler test, you can create a stream using the http source and manually post data to it:

xd: > streamcreate --nane redisTest --definition "http | redis-store" --deploy
xd: > http post --target http://local host:9000 --data hello

redis 127.0.0.1:6379> |Irange redisTest 0 -1
1) "hello"
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23. Creating a Job Module

23.1 Introduction

As outlined in the modules document, XD currently supports four types of modules: source, sink, and
processor for stream processing and job for batch procesing. This document walks through creation of
a simple job module.

23.2 Developing your Job

The Job definitions provided as part of the Spring XD distribution as well as those included in the Spring
XD Samples repository can be used a basis for building your own custom Jobs. The development of a
Job largely follows the development of a Spring Batch job, for which there are several references.

* Spring Batch home page

* Spring Batch In Action - Manning

* Pro Spring Batch - APress

For help developing Job steps specific to Hadoop, e.g. HDFS, Pig, Hive, the Spring XD Samples is
useful as well as the following resources

» Spring for Apache Hadoop home page

* Spring Data - O'Reilly - Chapter 13

23.3 Creating a Simple Job
First we'll look at how to create a job module from scratch. The complete working example is here.

Create a Module Project

This section covers the setup of a standalone project containing the module configuration and custom
code. This example uses Maven but Spring XD supports Gradle as well.

Take a look at the pom file for this example. You will see it declares spri ng- xd- nodul e- par ent
as its parent. The parent pom provides support for building and packaging Spring XD modules,
including spring-batch libraries. We also need to configure repositories to access the parent pom and
its dependencies.

First create a java project for your module, named batch-simple in your favorite IDE.
Create the Spring Batch Job Definition

Create a The job definition file in src\ mai n\ r esour ces\ confi g. In this case, we use a custom
Tasklet. In this example there is only one step and it simply prints out the job parameters.
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<?xm version="1.0" encodi ng="UTF-8"?>
<beans ...>

<batch:job id="job">
<bat ch: st ep i d="hel | oSpri ngXDSt ep" >
<bat ch: taskl et ref="hell oSpri ngXDTaskl et" />
</ bat ch: st ep>
</ bat ch: j ob>

<bean id="hel | oSpri ngXDTaskl et"
cl ass="org. spri ngfranmewor k. spri ngxd. sanpl es. bat ch. Hel | oSpri ngXDTaskl et" />

</ beans>

Write the Tasklet

Write a HelloSpringXDTasklet java class that implements Tasklet. This will retrieve the job parameters

and print them to st dout .
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package org. spri ngfranework. springxd. sanpl es. bat ch;

i nport
public class Hell oSpri ngXDTaskl et inpl enents Taskl et, StepExecutionListener {
private volatile Atom clnteger counter = new Atom clnteger(0);

public Hell oSpringXDTaskl et () {
super();

}

publ i ¢ Repeat St atus execute(StepContribution contribution,
ChunkCont ext chunkContext) throws Exception {

final JobParaneters jobParaneters =

chunkCont ext . get St epCont ext () . get St epExecuti on() . get JobPar anet ers();
final ExecutionContext stepExecutionContext =

chunkCont ext . get St epCont ext () . get St epExecuti on() . get Executi onCont ext ();

Systemout.printin("Hello Spring XD");

if (jobParaneters != null && !jobParaneters.isEnpty()) {

Systemout.printlin(String.format("The followi ng % Job Paraneter(s) is/are present:",
paraneterEntries.size()));

for (Entry<String, JobParaneter> jobParaneterEntry : paranmeterEntries) {
Systemout. println(String.format(
"Paraneter nanme: %; isldentifying: %,; type: %, value: %",
j obPar anet er Entry. get Key(),
j obPar anet er Entry. get Val ue().i sl dentifying(),
j obPar anet er Entry. get Val ue() . get Type().toString(),
j obPar anet er Entry. get Val ue() . get Val ue()));

if (jobParaneterEntry.getKey().startsWth("context")) {

}
}

if (jobParanmeters.getString("throwError") != null
&& Bool ean. TRUE. t oString() . equal sl gnoreCase(j obParaneters. getString("throwError"))) {

if (this.counter.conpareAndSet (3, 0)) {

Systemout. println("Counter reset to 0. Execution will succeed.");
}
el se {

this.counter.increment AndGet () ;

throw new ||| egal St at eExcepti on("Exception triggered by user.");

}
}

}

return Repeat St at us. FI NI SHED;
}

@verride
public voi d beforeStep(StepExecution stepExecution) {
}

@verride
public ExitStatus afterStep(StepExecution stepExecution) {

/1 To make the job execution fail, set the step execution to fail

/] and return failed ExitStatus

/'l stepExecution. set St at us(Bat chSt at us. FAI LED) ;
/1 return ExitStatus. FAl LED;

return ExitStatus. COWLETED;

final Set<Entry<String, JobParaneter>> paraneterEntries = jobParaneters. getParaneters().entrySet();

st epExecut i onCont ext . put (j obPar amet er Entry. get Key(), jobParaneterEntry. getVal ue().getVal ue());
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Package and install the Module:
Follow the instructions in the project README for more details. The steps are summarized here.

Build the project with maven:

‘ $nmvn package

Uupload the jar file to Spring XD and register it as a job module named nyj ob using the Spring XD
shell nrodul e upl oad command:

xd: >nodul e upl oad --type job --nane nyjob --file [path-to]/batch-sinplel/target/springxd-batch-
si npl e-1. 0. 0. BUl LD- SNAPSHOT. j ar

Modules can reside in an expanded directory named after the module, e.g. nodul es/ j ob/ myj ob or
as a single uber-jar, e.g., modules/job/myjob.jar. See module packaging and registering a modulefor
more details.

Run the job

Start the Spring XD container if it is not already running.

xd: > job create --nanme hell oSpringXD --definition "nyjob" --deploy
xd: > job | aunch hell oSpringXD --paranms {"nyStringParaneter":"foobar","-secondParan(long)":"123456"}

Note

By default, deploy is set to false. "--deploy" or "--deploy true" will deploy the job along with job
creation.

In the console log of the Spring XD container you should see the following:

Hel 1 o Spring XD

The following 3 Job Paraneter(s) is/are present:

Par anet er nane: secondParam isldentifying: false; type: LONG value: 123456

Par aneter nane: nyStringParaneter; isldentifying: true; type: STRING value: foobar
Par anet er nane: random isldentifying: true; type: STRING value: 0.06893349621991496

23.4 Creating a read-write processing Job

To create a job in the XD shell, execute the j ob cr eat e command specifying:
* name - the "name" that will be associated with the Job
+ definition - the name of the job module

Often a batch job will involve reading batches of data from a source, tranforming or processing that data
and then wrting the batch of data to a destination. This kind of flow is implemented using Chunk-oriented
processing, represented in the job configuration using the <chunk/ > element containing r eader,
wri t er and optional pr ocessor elements. Other attributes define the size of the chunck and various
policies for handling failure cases.

You will usually be able to reuse existing reader and writer implementations. The filejdbc job provided
with the Spring XD distribution shows an example of this using the standard File reader and JDBC writer.

The processor is based on the ItemProcessor interface. It has a generic signature that lets you
operate on a record at at time. The batch of records is handled as a collection in reader and writer
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implementations. In the fi | ej dbc job, the reader converts input records into a Spring XD Tuple. The
tuple serves as a generic data structure but you can also use or write another converter to convert the
input record to your own custom POJO object.

23.5 Orchestrating Hadoop Jobs

There are several tasklet implementation that will run various types of Hadoop Jobs

* MapReduce Job

» HDFS Scripts
 Hive Scripts
» Pig Scripts

The Spring Hadoop Samples project provides examples of how to create batch jobs that orchestate
various hadoop jobs at each step. You can also mix and match steps related to work that is executed
on the Hadoop cluster and work that is executed on the Spring XD cluster.
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24. Creating a Python Module

24.1 Introduction

Spring XD provides support for processor and sink modules that invoke an external shell command.
You can use these to integrate a Python script with a Spring XD stream. The following echo. py script
is a simple example which can implement a processor to simply echo the input.

#echo. py
i nport sys

# Wite data to stdout

def send(data):
sys.stdout.wite(data)
sys. stdout. flush()

# Term nate a nessage using the default CRLF

def eod():
send("\r\n")

# Main - Echo the input

whil e True:
try:
data = raw_i nput ()
if data:
send( dat a)
eod()
except :
br eak

To use this in a stream, create a stream definition like this:

xd: >stream create pytest --definition "tine | shell --command='python <absol ute-path-to>/echo.py' | |og"
--depl oy
Created and depl oyed new stream ' pytest'

Note

Python must be installed on the host of any container to which the processor module is deployed.

You should see the time messages echoed in the Spring XD container log. The shell processor works
by binding its message channels to the external process' st di n and st dout . Behind the scenes, the
shell modules use java.lang.ProcessBuilder to connect to the shell process. As you can see, most of
echo. py is boilerplate code. To make things easier, Spring XD provides a python module to handle
all of the low level I/O.

from springxd. stream inport Processor

def echo(data):
return data

process = Processor ()
process. start (echo)
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As you can see, this creates a Pr ocessor object which has a st art method to which you may pass
any function that accepts a single argument and returns a value. Currently, both the input and output
data must be strings. Processor uses Encoders.CRLF (\ r\ n) by default. This is how the Spring XD
module delimits individual messages in the stream. Encoders.LF is also supported. The shell command
processor also uses CRLF by default.

xd: >stream create pytest --definition "tine | shell --command='python <absol ute-path-to>/echo.py' | |og"
--depl oy
Created and depl oyed new stream ' pytest'

Alternately, you can specify the LF encoder in the Python script and the stream definition:

from springxd. streaminport Processor, Encoders

def echo(data):
return data

process = Processor(Encoders. LF)
process. start (echo)

xd: >stream create pytest --definition "tine | shell --command='python <absol ute-path-to>/echo.py' --
encoder=LF | | o0g" --depl oy

The st r eammodule also provides a similar Si nk object which accepts a function that need not return
a value (Sink will ignore the returned value).

Note

In order to import the spri ngxd. st r eammodule into your script, you must include it in your
Python module search path. Python provides several ways to do this as described here. Spring
XD python modules are included in the distribution in the python directory. The stream module is
designed to be version agnostic and has been tested against Python 2.7.6 and Python 3.4.2
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25. Providing Module Options Metadata

25.1 Introduction

Each available module can expose metadata about the options it accepts. This is useful to enhance the
user experience, and is the foundation to advanced features like contextual help and code completion.
the For example, provided that the file source module has been enriched with options metadata (and it
has), one can use the nodul e i nf o command in the shell to get information about the module:

xd: > nodul e info source:file
I nformati on about source nodule 'file':

Option Nane Descri ption
Default Type

dir the absolute path to the directory to nonitor for files <none>
String

pattern a filter expression (Ant style) to accept only files that match the pattern *
String

out put Type how thi s modul e should emt nmessages it produces <none>
Medi aType

prevent Dupl i cates whether to prevent the sane file from being processed twice true
bool ean

ref set to true to output the File object itself fal se
bool ean

fi xedDel ay the fixed delay polling interval specified in seconds 5

int

For this to be available, module authors have to provide a little bit of extra information, known as "Module
Options Metadata". That metadata can take two forms, depending on the needs of the module: one can
either use the "simple" approach, or the "POJO" approach. If one does not need advanced features like
profile activation, validation or options encapsulation, then the "simple" approach is sufficient.

25.2 Using the "Simple" approach

To use the simple approach, simply create a file named <nodul e>. properti es right next to the
<nmodul e>. xm file for your module.

Declaring and documenting an option

In that file, each option <opt i on> is declared by adding a line of the form

options. <option>.description = the description

The description for the option is the only required part, and is a very important piece of information for
the end user, so pay special attention to it (see also Style remarks)

That sole line in the properties file makes a - - <opt i on>= construct available in the definition of a
stream using your module.

About plugin provided options metadata

Some options are automatically added to a module, depending on its type. For example, every
source module automatically inherits a out put Type option, that controls the type conversion
feature between modules. You don't have to do anything for that to happen.

Similarly, every job module benefits from a handful of job specific options.
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Here is a recap of those automatically provided options:

Module Type Options

Source outputType

Processor outputType, inputType

Sink inputType

Job makeUnique, numberFormat, dateFormat

Advertising default values

In addition to this, one can also provide a default value for the option, using

options. <option>. default = SonmeDefaul t

Doing this, the default value should not be used in the placeholder syntax in the xml file. Assuming this
is the contents of f 0o. properti es:

options. bar.description = a very useful option
options. bar.default =5

thenin f oo. xnl :

<l-- this is correct -->
<feature the-bar="${bar}"" />

<l-- this is incorrect/not needed -->
<feature the-bar="${bar:5}" />

Exposing the option type

Lastly, one can document the option type using a construct like

options. <option>.type = fully.qualified.class. Name

For simple "primitive" types, one can use short names, like so:

options. <option> type = String
or
options. <option>. type = bool ean
or
options. <option>.type = | nteger

Note that there is support for both wrapper types (e.g. Integer) and primitive types (e.g. int). Although
this is used for documentation purposes only, the primitive type would typically be used to indicate a
required option (nul | being prohibited).

25.3 Using the "POJO" approach

To use advanced features such as profile activation driven by the values provided by the end user, one
would need to leverage the "POJO" approach.

Instead of writing a properties file, you will need to write a custom java class that will hold the values at
runtime. That class is also introspected to derive metadata about your module.
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Declaring options to the module

For the simplest cases, the class you need to write does not need to implement or inherit from anything.
The only thing you need to do is to reference it in a properties file named after your module (the same
file location you would have used had you been leveraging the "simple" approach):

options_class = fully.qualified. narme. of.your. Pojo

Note that the key is options_cl ass, with an s and an underscore (not to be confused with
opt i on. <opti onname> that is used in the "simple" approach)

For each option you want available using the - - <opt i on>= syntax, you must write a public setter
annotated with @/bdul eOpt i on, providing the option description in the annotation.

The type accepted by that setter will be used as the documented type.

That setter will typically be used to store the value in a private field. How the module application can
get ahold of the value is the topic of the next section.

Exposing values to the context

For a provided value to be used in the module definition (using the ${ f oo} syntax), your POJO class
needs to expose a get Foo() getter.

At runtime, an instance of the POJO class will be created (it requires a no-arg constructor, by the way)
and values given by the user will be bound (using setters). The POJO class thus acts as an intermediate
Pr oper t ySour ce to provide values to ${ f oo} constructs.

Providing defaults

To provide default values, one would most certainly simply store a default value in the backing field of a
getter/setter pair. That value (actually, the result of invoking the matching getter to a setter on a newly
instanciated object) is what is advertised as the default.

Encapsulating options

Although one would typically use the combination of a f 0o field and a get Foo(), set Foo(x) pair,
one does not have to.

In particular, if your module definition requires some "complex" (all things being relative here) value
to be computed from "simpler” ones (e.g. a suffix value would be computed from an extension option,
that would take care of adding a dot, depending on whether it is blank or not), then you'd simply do
the following:

1 public class MyOptions {
private String extension;

@mbdul eOption("the file extension to use")
5 public void setExtension(String extension) {
thi s. extensi on = extension;

}

public String getSuffix() {

10 return extension == null ? null : "." + extension;
}
}
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This would expose a - - ext ensi on= option, being surfaced as a ${ suf f i x} placeholder construct.

The astute reader will have realized that the default can not be computed then, because there is no
get Ext ensi on() (and there should not be, as this could be mistakenly used in ${ ext ensi on}).
To provide the default value, you should use the def aul t Val ue attribute of the @/bdul eOQpti on
annotation.

Using profiles

The real benefit of using a POJO class for options metadata comes with advanced features though, one
of which is dynamic profile activation.

If the set of beans (or xml namespaced elements) you would define in the module definition file
depends on the value that the user provided for one or several options, then you can make
your POJO class implement Pr of i | eNanesPr ovi der. That interface brings one contract method,
profil esToActi vat e() thatyou mustimplement, returning the names of the profiles you want to use
(this method is invoked after user option values have been bound, so you can use any logic involving
those to compute the list of profile names).

As an example of this feature, see e.g. Tri gger Sour ceQpt i onsMet adat a.
Using validation

Your POJO class can optionally bear JSR303 annotations. If it does, then validation will occur after
values have been successfully bound (understand that injection can fail early due to type incoherence
by the way. This comes for free and does not require JSR303 annotations).

This can be used to validate a set of options passed in (some are often mutually exclusive) or to catch
misconfiguration earlier than deployment time (e.g. a port number cannot be negative).

25.4 Metadata style remarks

To provide a uniform user experience, it is better if your options metadata information adheres to the
following style:

» option names should follow the canel Case syntax, as this is easier with the POJO approach. If we
later decide to switch to a more uni x- st yl e, this will be taken care of by XD itself, with no change
to the metadata artifacts described here

 description sentences should be concise

« descriptions should start with a lowercase letter and should not end with a dot
 use primitive types for required numbers

« descriptions should mention the unit for numbers (e.g ms)

« descriptions should not describe the default value, to the best extent possible (this is surfaced thru
the actual default metadata awareness)

» options metadata should know about the default, rather than relying on the ${f oo: defaul t}
construct
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26. Extending Spring XD

26.1 Introduction

This document describes how to customize or extend the Spring XD Container. Spring XD is a distributed
runtime platform delivered as executable components including XD Admin, XD Container, and XD
Shell. The XD Container is a Spring application combining XML resources, Java @Configuration
classes, and Spring Boot auto configuration for its internal configuration, initialized via the Spring Boot
SpringApplicationBuilder. Since Spring XD is open source, the curious user can see exactly how it
is configured. However, all Spring XD’s configuration is bundled in jar files and therefore not directly
accessible to end users. Most users do not need to customize or extend the XD Container. For those
that do, Spring XD provides hooks to:

+ Provide additional bean definitions
» Override selected bean definitions with custom implementations
Customization scenarios might include:

» Add a new data transport

* Add a Spring XD plugin to configure modules

» Embed a shared component used by user provided Plugin, such as a GemFire cache or a data source

* Providing additional type converters

This following sections provide an overview of XD Container internals and explain how to extend Spring
XD for each of these scenarios. The reader is expected to have a working knowledge of both the Spring
Framework and Spring Integration.

26.2 Spring XD Application Contexts

The diagram below shows how Spring XD is organized into several Spring application contexts.
Some understanding of the Spring XD application context hierarchy is necessary for extending XD. In
the diagram, solid arrows indicate a parent-child relationship. As with any Spring application a child
application context may reference beans defined in its parent application context, but the parent context
cannot access beans defined in the child context. It is important to keep in mind that a bean definition
registered in a child context with the same id as a bean in the parent context will create a separate
instance in the child context. Similarly, any bean definition will override an earlier bean definition in the
same application context registered with the same id (Sometimes referred to as "last one wins").

Spring XD’s primary extension mechanism targets the Plugin Context highlighted in the diagram. Using
a separate convention, it is also possible to register an alternate MessageBus implementation in the
Shared Server Context.
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Global Context

Provides beans reguired by the
Container Context, Admin
Context, and Modules:

- MBeanServer

-.Job Repository
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Shared Server Context

Provides beans required by the
Container Context and Admin
Context:

- Embedded ZK Server

- Zookeeper Client Connection

- Analytics Stores

- MessageBus

|

/
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Module Context

A separate context for each module.
Contains and configures beans
defined for the module. Plugins may
access any module-defined beans
and provide additional bean
definitions.

Admin Context

Rest Services for users to perfarm
runtime operations: deploy/undeploy
streams and jobs, query metrics,
container status, etc:

- StreamDeployer

- JobDeployer

Plugin Context

This contains Plugins needed to integrate Modules into the run
time environment during deployment. This is the parent context for
the Container Context and contains application specific and
extensible components:

- Monitoring (JMX)

- User provided extensions

- Plugins

v

Container Context

Contains core components to support Runtime management
and Module Deployment. This is a child of the Plugin context
in order to isolate these components from extensions: Plugins,

Modules. Initializers. This contains
. - ModuleDeployer
* - Runtime Management{ZK}

ModuleDeployer
el Initializes Modules and
S applies registered Plugins
Teea to support modules during
----- deployment

Figure 26.1. The Spring XD Application Context Hierarchy

While this arrangement of application contexts is more complex than the typical Spring application, XD
is designed this way for the following reasons:

» Bean isolation - Some beans are "global" in that they are shared by all XD runtime components:
Admin, Container, and Modules. Those allocated to the Shared Server Context are shared only
by Admin and Container. Some beans must be available to Plugins ,used to configure Modules.
However Plugins and Modules should be isolated from critical internal components. While complete
isolation has proven difficult to achieve, the intention is to minimize any undesirable side effects when
introducing extensions.

Bean scoping - To ensure that single node and distributed configurations of the Spring XD runtime
are logically equivalent, the Spring configuration is identical in both cases, avoiding unnecessary
duplication of bean definitions.

Lifecycle management - Plugins and other beans used to configure these application contexts are
also Spring beans which Spring XD dynamically "discovers" during initialization. Such components
must be fully instantiated prior to the creation of the application context to which they are targeted.
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To ensure initialization happens in the desired order, such beans may be either defined in an isolated
application context (i.e., not part of the hierarchy) or in a parent context which Spring initializes before
any of its descendants.

26.3 Plugin Architecture

The XD Container at its core is simply a runtime environment for hosting and managing micro Spring
applications called Modules. Each module runs in its own application context (Module Context). The
Module Context is a child of Global Context, as modules share some bean definitions, but otherwise is
logically isolated from beans defined in the XD Container. The Module Context is fundamental to the
Spring XD design. In fact, this is what allows each module to define its own input and output channels,
and in general, enables beans be uniquely configured via property placeholders evaluated for each
deployed instance of a Module. The Module interface and its default implementation provide a thin
wrapper around a Spring Application Context for which properties are bound, profiles activated, and
beans added or enhanced in order to "plug" the module into the XD Container.

The ModuleDeployer, shown in the diagram, is a core component of the Container Context, responsible
for initializing modules during deployment, and shutting them down during undeployment. The
ModuleDeployer sees the module as a "black box", unaware of its purpose or runtime requirements.
Binding a module’s channels to XD’s data transport, for instance, is the responsibility of the MessageBus
implementation configured for the transport. The MessageBus binding methods are actually invoked by
the StreamPlugin during the initialization of a stream module. To support jobs, XD provides a JobPlugin
to wire the Spring Batch components defined in the module during deployment. The JobPlugin also
invokes the MessageBus to support communications between XD and job modules. These, and other
functions critical to Spring XD are performed by classes that implement the Plugin interface. A Plugin
operates on every deployed Module which itis implemented to support. Thus the ModuleDeployer simply
invokes the deployment life cycle methods provided by every Plugin registered in the Plugin Context.

The ModuleDeployer discovers registered Plugins by calling get BeansOf Type( Pl ugi n. cl ass) for
the Plugin Context (its parent context). This means that adding your own Plugin requires these steps:

* Implement the Plugin interface
« Add your Plugin implementation and any dependent classes to Spring XD’s class path
» Follow conventions that Spring XD uses to register Plugins

The next section covers these steps in more detalil.

26.4 How to Add a Spring bean to the XD Container

This section applies to adding a Plugin, which is generally useful since a Plugin has access to every
module as it is being deployed (see the previous section on Plugin Architecture). Furthermore, this
section describes a generic mechanism for adding any bean definition to the Plugin Context. Spring
XD uses both Spring Framework’s class path component scanning and resource resolution to find any
components that you add to specified locations in the class path. This means you may provide Java
@Configuration and/or any classes annotated with the @Component stereotype in a configured base
package in addition to bean definitions defined in any XML or Groovy resource placed under a configured
resource location. These locations are given by the properties xd. ext ensi ons. | ocati ons and
xd. ext ensi ons. basepackages, optionally configured in ser ver s. ym down at the bottom:
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# User Extensions: Wiere XD scans the class path to di scover extended container configuration to adds
beans to the Plugins context.

# Each property nmay be a comma delinited string. 'basepackages' refers to package nanes used for

# annot ated conponent (@onfiguration or @onponent stereotypes) scanning. 'locations' is a |list of root
resource directories containing XM. or G oovy configuration.

# XD prepends classpath:* if no prefix included and appends **/*.* to each |ocation

#xd:

# extensions:

# basepackages: com acne. xd. ext ensi ons

# | ocations: META-INF/ spring-xd/ ext

As the pluralization of these property names suggests, you may represent multiple values as a comma
delimited string. Also note that there is no default for xd. ext ensi ons. basepackages. So if you want
to use annotation based configuration, you must first set up one or more base package locations. The
resource location(s) define the root locations where any XML or Groovy Spring bean definition file found
in the given root or any of its subdirectories will be loaded. The root location defaults to META- | NF/
spring- xd/ ext

The Container loads any bean definitions found in these configured locations on the class path and adds
them to the Plugin Context. This is the appropriate application context since in order to apply custom
logic to modules, you will most likely need to provide a custom Plugin.

Note

The extension mechanism is very flexible. In theory, one can define BeanPostProcessors,
BeanFactoryPostProcessors, or ApplicationListeners to manipulate Spring XD application
contexts. Do so at your own risk as the Spring XD initialization process is fairly complex, and not
all beans are intended to be extensible.

Extensions are packaged in a jar file which must be added to Spring XD’s class path. Currently, you
must manually copy the jar to $XD_HOME/ | i b for each container instance. To implement a Plugin, you
will need to include a compile time dependency on spri ng- xd- nodul e in your build. To access other
container classes and to test your code in a container you will also require spri ng-xd-di rt.

26.5 Providing A new Type Converter

Spring XD supports automatic type conversion to convert payloads declaratively. For example, to
convert an object to JSON, you provide the module option - - out put Type=appl i cati on/j son to
a module used in a stream definition. The conversion is enabled by a Plugin that binds a Spring
MessageConverter to a media type. The default type converters are currently configured in streams.xml,
packaged in spri ng-xd-di rt-<versi on>.jar. If you look at that file, you can see an empty list
registered as cust omvessageConverters.

<l-- Users can override this to add converters.-->
<util:list id="customVessageConverters"/>

So registering new type converters is a matter of registering an alternate list as
cust omvessageConvert er s to the application context. Spring XD will replace the default empty list
with yours. xd. mnessageConvert er s and cust omvessageConvert er s are two lists injected into the
ModuleTypeConversionPlugin to build an instance of CompositeMessageConverter which delegates to
the first converter in list order that is able to perform the necessary conversion. The Plugin injects the
CompositeMessageConverter into the module’s input or output the MessageChannel, corresponding to
the i nput Type or out put Type options declared for any module in the stream definition (or defined
as the module’s default i nput Type).
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The CompositeMessageConverter is desirable because a module does not generally know what
payload type it will get from its predecessor. For example, the converters that Spring XD provides out
of the box can convert any Java object, including a Tuple and a byte array to a JSON String. However
the methods for converting a byte array or a Tuple are each optimized for the respective type. The
CompositeMessageConverter for --outputType=application/json must provide all three methods and the
Data Type channel chooses the first converter that applies to both the incoming payload type and the
media type (e.g., application/json). Note that the order that the converters appear in the list is significant.
In general, converters for specific payload types precede more general converters for the same media
type. The cust omvessageConvert er s are added after the standard converters in the order defined.
So it is generally easier to add converters for new media types than to replace existing converters.

For example, a member of the Spring XD community inquired about Spring XD’s support for
Google protocol buffers. This user was interested in integrating Spring XD with an existing
messaging system that uses GPB heavily and needed a way to convert incoming and outgoing
GPB payloads to interoperate with XD streams. This could be accomplished by providing a
cust omvessageConvert er s bean containing a list of required message converters. Writing a custom
converter to work with XD requires extending AbstractFromMessageConverter provided by spri ng-
xd-di rt . Itis recommended to review the existing implementations listed in streams.xml to get a feel
for how to do this. In addition, you would likely define a custom MimeType such as appl i cat i on/ gpb.

Note

It is worth mentioning that GPB is commonly used for marshaling objects over the network. In
the context of Spring XD marshaling is treated as a separate concern from payload conversion.
In Spring XD, marshaling happens at the "pipe" indicated by the | symbol using a different
serialization mechanism, described below. In this case, the GPB payloads are produced and
consumed by systems external to Spring XD and need to be converted in order that a GPB payload
can work with XD streams. In this scenario, if the GPB is represented as a byte array, the bytes
are transmitted over the network directly and marshaling is unnecessary.

As an illustration, suppose this user has developed a source module that emits GPB payloads from
a legacy service. Spring XD provides transform and filter modules that accept SpEL expressions to
perform their respective tasks. These modules are useful in many situations but the SpEL expressions
generally require a POJO representing a domain type, or a JSON string. In this case it would be
convenient to support stream definitions such as

gpb-source --output Type=application/x-java-object | transform--expression=...

where gpb-source represents a custom module that emits a GPB payload and expression references
some specific object property. The media type application/x-java-object is a convention used by XD to
indicate that the payload should be converted to a Java type embedded in the serialized representation
(GPB in this example). Alternately, converting to JSON could be performed if the stream definition were:

‘ gpb- source --out put Type=application/json | transform --expression=...

To convert an XD stream result to GPB to be consumed by an external service might look like:

source | P1 ... | Pn | gpb-sink --inputType=application/gpb

These examples would require registering custom MessageConverters to handle the indicated
conversions. Alternately, this may be accomplished by writing custom processor modules to perform
the required conversion. The above examples would then have stream definitions that look more like:
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gpb-source | gpb-to-pojo | transform --expression=..
source | P1 ... | Pn | json-to-gpb | gpb-sink

Tip

While custom processor modules are easier to implement, they add unnecessary complexity to
stream definitions that use them. If such conversions are required everywhere, enabling automatic
conversion may be worth the effort. Also, note that using a separate module generally requires
additional network hops (at each pipe). If a processor module is necessary only to perform a
common payload conversion, it is more efficient to install a custom converter.

26.6 Adding a New Data Transport

Spring XD offers Redis and Rabbit MQ for data transport out of the box. Transport is configured simply
by setting the property xd. t ransport to redi s or rabbi t. In addition xd-singlenode supports a
--transport command line option that can accept local(the single node default) in addition. This
simple configuration mechanism is supported internally by an import declaration that binds the transport
implementation to a name.

<i nport resource="cl asspat h*:/META-| NF/ spring- xd/ transport s/ ${ XD_TRANSPORT} - bus. xm "/ >

The above snippet is from an internal Spring configuration file loaded into the Shared Server Context.
Spring XD provides MessageBus implementations in META- | NF/ spri ng- xd/ t ransports/redi s-
bus. xm and META-1 NF/ spri ng-xd/ transports/rabbit-bus.xm

This makes it relatively simple for Spring XD developers and advanced users to provide alternate
MessageBus implementations to enable a new transport and activate that transport by setting the
xd. transport property. For example, to implement a JMS MessageBus you would add a jar
containing / META- | NF/ spri ng-xd/transports/jns-bus. xm in the class path. This file must
register a bean of type MessageBus with the ID messageBus. A jar providing the above configuration file
along with the MessageBus implementation and any dependencies must be installed $XD_HOVE/ | i b.

When implementing a MessageBus, it is advisable to review and understand the existing
implementations which extend MessageBusSupport. This base class performs some common tasks
including payload marshaling. Spring XD uses the term codec to connote a component that performs
both serialization and deserialization and provides a bean with the same name. In the example
above, the JMS MessageBus configuration’/META-INF/spring-xd/transports/jms-bus.xml” might look
something like:

<bean i d="nmessageBus" cl ass="ny. exanpl e. JnsMessageBus" >
<constructor-arg ref="jnmsConnectionFactory" />
<constructor-arg ref="codec"/>

</ bean>

where JmsMessageBus extends MessageBusSupport and the developer is responsible for configuring
any dependent JMS resources appropriately.
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27. Samples

We have a number of sample projects in the Spring XD Samples GitHub repository. Below are some
additional examples for ingesting syslog data to HDFS.

27.1 Syslog ingestion into HDFS

In this section we will show a simple example on how to setup syslog ingestion from multiple hosts
into HDFS.

Create the streams with syslog as source and HDFS as sink (Please refer to source and sink)

If you're using syslog over TCP and need the highest throughput, use the Reactor-backed syslog
module.

xd: > streamcreate --definition "reactor-syslog --port=<tcp-port> | hdfs" --name <stream nanme>

The r eact or - sysl og module doesn’t yet support UDP (though it soon will), so if you're using syslog
over UDP you'll want to use the standard syslog module.

xd: > streamcreate --definition "syslog-udp --port=<udp-port> | hdfs" --nane <stream nane>

xd: > streamcreate --definition "syslog-tcp --port=<tcp-port> | hdfs" --nane <stream nane>

Please note for hdfs sink, setr ol | over parameter to a smaller value to avoid buffering and to see the
data has made to HDFS (incase of smaller volume of log).

Configure the external hosts’ syslog daemons forward their messages to the xd-container host’'s UDP/
TCP port (where the syslog-udp/syslog-tcp source module is deployed).

A sample configuration using syslog-ng
Edit syslog-ng configuration (for example: /etc/syslog-ng/syslog-ng.conf):

1) Add destination

destination <destinationNanme> {
tcp("<host>" port("<tcp-port>"));
IE

or,

destination <destinationNane> {
udp("<host >" port ("<udp-port>"));
IE

where "host" is the container(launcher) host where the syslog module is deployed.

2) Add log rule to log message sources:

log {
sour ce( <nessage_source>); destination(<destinati onNarme>);

b

3) Make sure to restart the service after the change:

sudo service syslog-ng restart
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Now, the syslog messages from the syslog message sources are written into HDFS /xd/<stream-name>/
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28. Overview

When running a distributed Spring XD runtime, there are a number of considerations related to
performance and reliability. In most cases, these involve settings that have tradeoffs, but in this section
we provide some background so you know what the options are and how to configure them.

In the Deployment section that follows, we provide detailed information about various properties that
can be passed along with the st r eam depl oy command. That section also describes a scenario that
is common for minimizing network hops, where direct binding can occur between modules rather than
having each pipe within a stream correspond to a send and receive over the Message Bus. For more
detail see the Direct Binding subsection.

Another relevant topic for minimizing network hops is the ability to compose modules. That is a useful
technique where a subset of the stream’s contiguous modules can be grouped together as if a single
module. All of the pipes within the composed module will rely upon a local transport rather than sending
and receiving via the Message Bus. For more detail read the Composing Modules section.

For production use, high availability will typically be a requirement for the data transport. In the Message
Bus Configuration section below, we provide details on the relevant HA configuration settings as well
as other reliability settings, security settings (including enabling SSL), and error-handling capabilities.

When configuring a RabbitMQ Message Bus, you will also want to consider several performance
settings. For example, unless strict sequential ordering is required, the prefetch and concurrency values
should be overridden (the default for each is 1). That can lead to a significant performance improvement.
In the less likely case that performance concerns completely outweigh reliability, you can disable
acknowledgements and even disable the persistence of messages. For a listing of these settings and
more, refer to the RabbitMQ Configuration section. Several performance related configuration settings
exist on the broker itself, and those are well-documented in the RabbitMQ Admin Guide. For example,
the vm_memory_high_watermark and vm_memory_high_watermark_paging_ratio are both explained
within the Flow Control subsection of the guide.

If you are using the HTTP source module in a stream and want to scale, you can deploy multiple
instances by specifying the module.http.count property as described in the Deployment Properties
section. Keep in mind that each instance will share the same port value. The default is 9000, but that
can be overridden, for all instances, by including --port as an option for the HTTP module in the stream
definition. That means you would want to ensure that each container that may be a candidate for
deploying one of the HTTP module instances (taking into account the criteria deployment property if
provided), is running on a different host, either physically or on separate virtual machines. Of course, in a
production environment, you would likely want to add a load balancer in front of those HTTP endpoints.

Also when using the HTTP source module, you may want to consider enabling support for HTTPS. An
example is provided in the documentation for that module’s options.
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29. Deployment

29.1 Introduction

This section covers topics related to deployment, including:

* The Deployment Manifest

* Deployment States

» Container Attributes

» Stream Partitioning

* Direct Binding

» Troubleshooting

When you deploy a Stream or Job, the Spring XD Runtime performs the following steps:

» parse the stream or job definition (DSL Guide) to resolve each Module reference along with its options
 set option values assigned to each component Module

» parse and store the deployment request including the Deployment Manifest

+ allocate each Module to an available Container instance in accordance with the Deployment Manifest
 binding Module channel(s), either to the MessageBus or directly using Direct Binding

« track the state of each deployed module

track the overall stream or job’s Deployment State

29.2 Deployment Manifest

A stream is composed of modules. Each module is deployed to one or more Container instance(s). In
this way, stream processing is distributed among multiple containers. By default, deploying a stream to a
distributed runtime configuration uses simple round robin logic. For example if there are three containers
and three modules in a stream definition, s1= ml | n2 | nB, then Spring XD will attempt to distribute
the work load evenly among each container. This is a very simplistic strategy and does not take into
account things like:

 server load - how many modules are already deployed to a container? What is the current memory
and CPU utilization?

« server affinity - some containers may have external software installed and specific modules will benefit
from co-location. For example, an hdfs sink might be deployed only to hosts running Hadoop. Or
perhaps a file sink should be deployed to hosts configured with extra disk space.

« scalability - Suppose the stream s1, above, can achieve higher throughput with multiple instances of
m2 running, so we want to deploy m2 to every available container.
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« fault tolerance - the ability to target physical servers on redundant networks, routers, racks, etc.

Generally, more complex deployment strategies are needed to tune and operate XD. Additionally, we
must consider various features and constraints when deploying to a PaaS, Yarn or some other cluster
manager. Additionally, Spring XD allows supports Stream Partitioning and Direct Binding.

To address such deployment concerns, Spring XD provides a Deployment Manifest which is submitted
with the deployment request, in the form of in-line deployment properties (or potentially a reference to
a separate document containing deployment properties).

Deployment Properties

When you execute the stream depl oy shell command, you can optionally provide a comma
delimited list of key=value pairs known as deployment properties. Examples for the key include module.
[modulename].count and module.[modulename].criteria (for a full list of properties, see below). The
value for the count is a positive integer, and the value for criteria is a valid SpEL expression. The Spring
XD runtime matches an available container for each module according to the deployment manifest.

The deployment properties allow you to specify deployment instructions for each module. Currently this
includes:

» The number of module instances

» A target server or server group

» MessageBus attributes required for a specific module
e Stream Partitioning

 Direct Binding

* History Tracking

Spring XD Shell interaction

When using the Spring XD Shell, there are two ways to provide deployment properties: either inline or
via a file reference. Those two ways are exclusive and documented below:

Inline properties
use the - - properti es shell option and list properties as a comma separated list of key=val ue
pairs, like so:

stream depl oy foo --properties
"nmodul e. transform count =2, nodul e. | og. criteria=groups. contains('groupl')"

Using a file reference
use the - - properti esFi | e option and point it to a local Java . pr operti es file (i.e. that lives in
the filesystem of the machine running the shell). Being read as a . pr operti es file, normal rules
apply (ISO 8859-1 encoding, =, <space> or : delimiter, etc.) although we recommend using = as
a key-value pair delimiter for consistency:

stream depl oy foo --propertiesFile nmyprops. properties

where nypr ops. properti es contains
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# this is a coment
nmodul e. transform count =2
nodul e. |l og.criteria = groups.contains('groupl')

Those two options apply to the st ream depl oy and j ob depl oy commands.

General Properties

Note

You can apply criteria to all modules in the stream by using the wildcard * for [modulename]

module.[modulename].count
The number of module instances (see above).

module.[modulename].criteria
A boolean SpEL expression using the Container Attributes as an evaluation context.

module.[modulename].trackHistory
A boolean value indicating whether history should be tracked in a message header for this module.
Usually used during stream development or for debugging, with nodul e. *. trackHi st ory=true
to track all modules. The xdHi st ory message header contains an entry for each module that
processes the message; each entry includes useful information including the stream name, module
label, host, container id, thread name, etc. This enables the determination of exactly how a message
was processed through the stream(s).

Example:

xd: >stream depl oy --nane testl --properties
"modul e. transf orm count =3, nodul e. | og. criteri a=groups. contains(' groupl')"

Bus Properties

Common Bus Properties

Note

The following properties are only allowed when using a RabbitMessageBus or a
RedisMessageBus; the LocalMessageBus does not support properties.

module.[modulename].consumer.backOfflnitialinterval
The number of milliseconds to wait for the first delivery retry (default 1000)

module.[modulename].consumer.backOffMaxInterval
The maximum number of milliseconds to wait between retries (default 10000)

module.[modulename].consumer.backOffMultiplier
The previous retry interval is multiplied by this to determine the current interval (but see
backOffMaxInterval) (default 2.0)

module.[modulename].consumer.concurrency
The number of concurrent consumers for the module (default 1).

module.[modulename].consumer.maxAttempts
The maximum number of attempts to make a delivery when a failure occurs (default 3)
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RabbitMQ Bus Properties

Note

The following properties are only allowed when using a RabbitMessageBus.

See the Spring AMQP reference documentation for information about the RabbitMQ-specific attributes.

module.[modulename].consumer.ackMode
Controls message acknowledgements (default AUTO)

module.[modulename].consumer.maxConcurrency
The maximum number of concurrent consumers for the module (default 1).

module.[modulename].consumer.prefetch
The number of messages prefetched from the RabbitMQ broker (default 1)

module.[modulename].consumer.prefix
A prefix applied to all queues/exchanges that are declared by the bus - allows policies to be applied
(default xdbus.)

module.[modulename].consumer.requestHeaderPatterns
Controls  which  message headers are passed between modules (default
STANDARD_REQUEST_ HEADERS,*)

module.[modulename].consumer.replyHeaderPatterns
Controls which message headers are passed between modules (only used in partitioned jobs)
(default STANDARD_REPLY_HEADERS,*)

module.[modulename].consumer.requeue
Whether messages will be requeued (and retried) on failure (default true)

module.[modulename].consumer.transacted
Whether consumers use transacted channels (default false)

module.[modulename].consumer.txSize
The number of delivered messages between acknowledgements (when ackMode=AUTO) (default
1)

module.[modulename].consumer.durableSubscription
When true, publish/subscribe named channels (t ap: , t opi c¢: ) will be backed by a durable queue
and will be eligible for dead-letter configuration, accoring to the aut Bi ndDLQ setting. Note that,
since RabbitMQ doesn’t permit queue attributes to be changed, changing the durableSubscription
property from true to false between deployments, without first removing the queue, will not have any
effect. If a stream is deployed with durableSubscription=true, and you wish to change it to a non-
durable subscription, you will need to remove the queue from RabbitMQ before redeploying. Spring
XD will create the queue the with the appropriate settings, unless the queue exists already. Changing
from a non-durable subscription to a durable subscription will not have this problem because, for a
non-durable subscription, the queue will be automatically deleted when the stream is undeployed.

module.[modulename].producer.deliveryMode
The delivery mode of messages sent to RabbitMQ (PERSISTENT or NON_PERSISTENT) (default
PERSISTENT)
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module.[modulename].producer.requestHeaderPatterns
Controls  which  message headers are passed between modules (default
STANDARD_REQUEST_HEADERS,*)

module.[modulename].producer.replyHeaderPatterns
Controls which message headers are passed between modules (only used in partitioned jobs)
(default STANDARD_REPLY_HEADERS,*)

module.[modulename].consumer.autoBindDLQ
When true, the bus will automatically declare dead letter queues and binding for each bus queue.
The user is responsible for setting a policy on the broker to enable dead-lettering; see Message Bus
Configuration for more information. The bus will configure a dead-letter-exchange (<pr ef i x>DLX)
and bind a queue with the name <ori gi nal queue nane>. dl g and route using the original
gueue name..

module.[modulename].consumer.republishToDLQ
By default, failed messages after retries are exhausted are rejected. If a dead-letter queue (DLQ) is
configured, rabbitmq will route the failed message (unchanged) to the DLQ. Setting this property to
t r ue instructs the bus to republish failed messages to the DLQ, with additional headers, including
the exception message and stack trace from the cause of the final failure. Note that the republish
will occur even if maxAt t enpt s is only set to 1. Also see aut oBi ndDLQ (default false)

module.[modulename].producer.batchingEnbled
Batch messages sent to the bus (default false)

module.[modulename].producer.batchSize
The normal batch size, may be preempted by batchBufferLimit or batchTimeout (default 100)

module.[modulename].producer.batchBufferLimit
If a batch will exceed this limit, the batch will be sent prematurely (default 120000)

module.[modulename].producer.batchTimeout
If no messages are received in this time (ms), the batch will be sent (default 5000)

module.[modulename].producer.compress
When true, compress the message before sending to rabbit; (default false) see RabbitMQ Message
Bus Properties for information about the compression level

Stream Partitioning

Note

Partitioning is only allowed when using a RabbitMessageBus or a RedisMessageBus.

A common pattern in stream processing is to partition the data as it is streamed. This entails deploying
multiple instances of a message consuming module and using content-based routing so that messages
containing the identical data value(s) are always routed to the same module instance. You can use
the Deployment Manifest to declaratively configure a partitioning strategy to route each message to a
specific consumer instance.

Partition Properties

See below for examples of deploying partitioned streams.
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module.[modulename].producer.partitionKeyExtractorClass
The class name of a PartitionKeyExtractorStrategy (default null)

module.[modulename].producer.partitionKeyExpression
A SpEL expression, evaluated against the message, to determine the partition key; only applies if
partitionKeyExtractorClass is null. If both are null, the module is not partitioned (default null)

module.[modulename].producer.partitionSelectorClass
The class name of a PartitionSelectorStrategy (default null)

module.[modulename].producer.partitionSelectorExpression
A SpEL expression, evaluated against the partition key, to determine the partition index to
which the message will be routed. The final partition index will be the return value (an
integer) modulo [nextModule].count If both the class and expression are null, the bus’s default
PartitionSelectorStrategy will be applied to the key (default null)

In summary, a module is partitioned if its count is > 1 and the previous module has a
partitionKeyExtractorClass or partitionKeyExpression (class takes precedence). When a partition key
is extracted, the partitioned module instance is determined by invoking the partitionSelectorClass, if
present, or the partitionSelectorExpression % count. If neither is present the result is key.hashCode()
% count.

Direct Binding

Sometimes it is desirable to allow co-located, contiguous modules to communicate directly, rather than
using the configured remote transport, to eliminate network latency. Spring XD creates direct bindings
by default only in cases where every "pair" of producer and consumer (modules bound on either side
of a pipe) are guaranteed to be co-located.

Currently Spring XD implements no conditional logic to force modules to be co-located. The only way
to guarantee that every producer-consumer pair is co-located is to specify that the pair be deployed
to every available container instance, in other words, the module counts must be 0. The figure below
illustrates this concept. In the first hypothetical case, we deploy one instance (the default)of producer
m1, and two instances of the consumer m2. In this case, enabling direct binding would isolate one of the
consumer instances. Spring XD will not create direct bindings in this case. The second case guarantees
co-location of the pairs and will result in direct binding.
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s1=m1|m2
module.m2.count=2

Container 1 Container 2

ma.1

Message Bus

s1=m1|m2
module.*.count=0

Container 1 Container 2

Message Bus

In addition, direct binding requires that the producer is not configured for partitioning since partitioning
is implemented by the Message Bus.

Using module.*.count=0 is the most straightforward way to enable direct binding. Direct binding may be
disabled for the stream using module.*.producer.directBindingAllowed=false. Additional direct binding
deployment examples are shown below.
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29.3 Deployment States

The ability to specify criteria to match container instances and deploy multiple instances for each module
leads to one of several possible deployment states for the stream as a whole. Consider a stream in an
initial undeployed state.

Undeployed = Deploying - Deployed

Incomplete

After executing the stream deployment request, the stream will be one of the following states:
» Deployed - All modules deployed successfully as specified in the deployment manifest.

» Incomplete - One of the requested module instances could not be deployed, but at least one instance
of each module definition was successfully deployed. The stream is operational and can process
messages end-to-end but the deployment manifest was not completely satisfied.

» Failed - At least one of the module definitions was not deployed. The stream is not operational.

Note

The state diagram above represents these states as final. This is an over-simplification since these
states are affected by container arrivals and departures that occur during or after the execution of
a deployment request. Such transitions have been omitted intentionally but are worth considering.
Also, there is an analogous state machine for undeploying a stream, initially in any of these states,
which is left as an exercise for the reader.
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Example

xd: >stream create testl --definition "http | transform --expressi on=payl oad. t oUpper Case() | |og"
Created new stream'test1'

Next, deploy it requesting three transformer instances:

xd: >stream depl oy --nane testl --properties "nodul e.transform count=3"
Depl oyed stream'test1'

xd: >stream | i st
Stream Nanme Stream Definition St at us

testl http | transform --expressi on=payl oad. t oUpper Case() | log inconplete

If there are only two container instances available, only two instances of transform will be deployed. The
stream deployment state is incomplete and the stream is functional. However the unfulfilled deployment
request remains active and the third instance will be deployed if a new container comes on line that
matches the criteria.

29.4 Container Attributes

The SpEL context (root object) for module.[modulename].criteria is ContainerAttributes, basically a map
derivative that contains some standard attributes:

* id - the generated container ID

* pid - the process ID of the container instance

host - the host name of the machine running the container instance

ip —the IP address of the machine running the container instance

ContainerAttributes also includes any user-defined attribute values configured for the container. These
attributes are configured by editing xd/config/servers.yml the file included in the XD distribution contains
some commented out sections as examples. In this case, the container attributes configuration looks
something like:

xd:
cont ai ner:
groups: group2
color: red
Groups

Groups may be assigned to a container via the optional command line argument --groups or by setting
the environment variable XD_CONTAINER_GROUPS. As the property name suggests, a container may
belong to more than one group, represented as comma-delimited string. The concept of server groups
is considered an especially useful convention for targeting groups of servers for deployment to support
many common scenarios, so it enjoys special status. Internally, groups is simply a user defined attribute.

IP Address

The IP address of the container can also be optionally set via the command argument --containerlp
or by setting the environment variable XD_CONTAINER_IP. If not specified, the IP address will be
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automatically set. Please be aware of the limitations, though, particularly in cases where the physically
machine has multiple IP addresses assigned.

For the automatic assignment of the IP address, XD internally loops through the available network
interfaces and assigned IP addresses and will pick the first available IPv4 address that is not a loopback
address.

Depending on your underlying server or network infrastructure, you may prefer specifying the IP address
explicitly.

Hostname

The hostname of the container can be optionally set as well via the command argument --
containerHostname or by setting the environment variable XD_CONTAINER_HOSTNAME. If not
specified, the hostname will be automatically set. Please be aware of the limitations, though. You may
prefer specifying the hosthname address explicitly.

Tip

While there is no command line option to set the container hostname and IP address when running
in Single Node mode, you can still specify the values via environment variables or by customizing
the respective settings in application.yml

29.5 Stream Deployment Examples

To lllustrate how to use the Deployment Manifest, We will use a runtime configuration with 3 container
instances, as displayed in the XD shell:

xd: >runtime containers
Cont ai ner |d Host | P Addr ess PID Goups CustomAttributes
bc624816- f 8a8- 4f 35- 83f 6- al25ed147b7c i p-10-110-18-10 10. 110. 18. 10 1708 group2 {col or=red}
018b7c8d- 6f a9- 4759- 8471- 76899766f 892 i p- 10- 139-36-168 10.139.36.168 1852 group2 {col or=bl ue}
af c3741c-217a- 415a- 9d86- alf 62de03613 i p-10-139-17-116 10.139.17.116 1861 groupl {col or=green}

Each of the three containers is running on a different host and has configured Groups and Custom
Attributes as shown.

First, create a stream:

xd: >stream create testl --definition "http | transform --expression=payl oad. t oUpper Case() | |og"
Created new stream'test1'

Next, deploy it using a manifest:

xd: >stream depl oy --nane testl --properties
"nmodul e. transform count =3, nodul e. | og. criteria=groups. contains('groupl' )"
Depl oyed stream'test1’

Verify the deployment:
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xd: >runtime nodul es
Modul e Cont ai ner |d Opti ons
Depl oynment Properties

testl. processor.transform1 bc624816-f 8a8- 4f 35- 83f 6- al25ed147b7c {valid=true,
expr essi on=payl oad. t oUpper Case()} {count=3, sequence=1}

testl. processor.transform2 018b7c8d- 6fa9-4759-8471-76899766f 892 {valid=true,
expressi on=payl oad. t oUpper Case()} {count=3, sequence=2}

testl. processor.transform3 afc3741c-217a-415a-9d86- alf 62de03613 {vali d=true,
expr essi on=payl oad. t oUpper Case()} {count=3, sequence=3}

testl.sink.log.1 af c3741c- 217a- 415a- 9d86- alf 62de03613 {nanme=test1l, expressi on=payl oad,
| evel =I NFO {count=1, sequence=1, criteria=groups.contains('groupl')}
testl.source. http.1 bc624816- f 8a8- 4f 35- 83f 6- al25ed147b7c {port=9000}

{count =1, sequence=1}

We can see that three instances of the transform processor have been deployed, one to each container
instance. Also the log module has been deployed to the container assigned to groupl. Now we can
undeploy and deploy the stream using a different manifest:

xd: >stream undepl oy testl
Un- depl oyed stream'test1'
xd: >runti ne nodul es
Modul e Container Id Properties

xd: >stream depl oy --nane testl --properties "nodul e.l og. count=3, nodul e. | og.criteria=!
groups. contai ns(' groupl')"
Depl oyed stream 'test1’

xd: >stream | i st
Stream Nane Stream Definition St at us

testl http | transform --expressi on=payl oad. toUpperCase() | log inconplete

xd: >runtinme nmodul es
Modul e Cont ai ner 1d Opti ons
Depl oynent Properties

testl. processor.transform1l 018b7c8d-6fa9-4759-8471-76899766f892 {valid=true,
expressi on=payl oad. t oUpper Case()} {count=1, sequence=1}

testl.sink.log. 1 bc624816- f 8a8- 4f 35- 83f 6- al25ed147b7c {name=test1, expressi on=payl oad,
I evel =I NFO {count =3, sequence=1, criteria=!groups.contains('groupl')}

testl.sink.log.2 018b7c8d- 6f a9- 4759- 8471- 76899766f 892 {nanme=test1, expressi on=payl oad,
| evel =I NFO {count =3, sequence=2, criteria=!groups.contains('groupl')}

testl.source. http.1 af c3741c-217a- 415a- 9d86- alf 62de03613 {port =9000}

{count=1, sequence=1}

Now there are only two instances of the log module deployed. We asked for three however the
deployment criteria specifies only containers not in groupl are eligible. The log module is deployed
only to the two containers matching the criteria. The deployment status of stream testl is shown as
incomplete. The stream is functional even though the deployment manifest is not completely satisfied.
If we fire up a new container not in groupl, the DeploymentSupervisor will handle any outstanding
deployment requests by comparing xd/deployments/modules/requested to xd/deployments/modules/
allocated, and will deploy the third log instance and update the stream state to deployed.

29.6 Partitioned Stream Deployment Examples

Using SpEL Expressions

First, create a stream:
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xd: >stream create --nane partitioned --definition "jms | transform --
expr essi on=#expensi veTr ansf or mati on(payl oad) | |o0g"

Created new stream 'partitioned

The hypothetical SpEL function expensiveTransformation represents a resource intensive processor
which we want to load balance by running on multiple containers. In this case, we also want to partition
the stream so that payloads containing the same customerld are always routed to the same processor
instance. Perhaps the processor aggregates data by customerld and this step needs to run using co-
located resources.

Next, deploy it using a manifest:

xd: >stream depl oy --nane partitioned --properties
"modul e. j ms. producer. partiti onKeyExpressi on=payl oad. cust orer | d, modul e. transf or m count =3"

Depl oyed stream ' partitioned

In this example three instances of the transformer will be created (with partition index of 0, 1, and
2). When the jms module sends a message it will take the customerld property on the message
payload, invoke its hashCode() method and apply the modulo function with the divisor being the
transform.count property to determine which instance of the transform will process the message
(payload.getCustomerld().hashCode() % 3). Messages with the same customerld will always be
processed by the same instance.

29.7 Direct Binding Deployment Examples

In the simplest case, we enforce direct binding by setting the instance count to 0 for all modules in the
stream. A count of O means deploy the module to all available containers:

xd: >runti ne containers
Cont ai ner |d Host | P Addr ess PI D G oups Custom Attributes
8e814924- 15de- 4cal- 82d3- ddf e851668ab ul trafox.|ocal 192.168.1.18 81532
a2b89274- 2d40- 46e4- af c5- 4988bea28al6 ultrafox.local 192.168.1.9 4605 groupl

We start with two container instances. One belongs to the group groupl.

xd: >stream create direct --definition "tine | |og"
Created new stream 'direct’
xd: >stream depl oy direct --properties nodul e.*.count=0
Depl oyed stream 'direct’
xd: >runti ne nodul es
Modul e Cont ai ner |d Opt i ons
Depl oynent Properties

direct.sink.log.0 a2b89274- 2d40- 46e4- af c5- 4988bea28al6 {nane=direct, expressi on=payl oad,
I evel =I NFG {count =0, sequence=0}
direct.sink.log.0 8e814924- 15de- 4cal- 82d3- ddf e851668ab {name=direct, expressi on=payl oad,

I evel =I NFO  {count=0, sequence=0}
direct.source.tinme.0 a2b89274-2d40-46e4- af c5-4988bea28al6 {fixedDel ay=1, format=yyyy- MV dd HH mm ss}
{producer . direct Bi ndi ngAl | owed=t rue, count=0, sequence=0}
direct.source.tinme.0 8e814924-15de-4cal-82d3-ddf e851668ab {fixedDel ay=1, format=yyyy-MVdd HH mm ss}
{producer. direct Bi ndi ngAl | owed=t rue, count=0, sequence=0}

Note that we have two containers and two instances of each module deployed to
each. Spring XD automatically sets the bus properties needed to allow direct binding,
producer.directBindingAllowed=true on the time module.
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Suppose we only want one instance of this stream and we want it to use direct binding. Here we can
add deployment criteria to restrict the available containers to groupl.

xd: >st r eam undepl oy direct
Un- depl oyed stream 'direct’
xd: >stream depl oy direct --properties "npdul e.*.count=0, npdul e.*.criteria=groups.contains('groupl' )"
Depl oyed stream 'direct’
xd: >runti me nodul es
Mbdul e Cont ai ner |d Opt i ons
Depl oynent Properties

direct.sink.log.0 a2b89274- 2d40- 46e4- af c5- 4988bea28al6 {nanme=direct, expressi on=payl oad,
I evel =I NFO {count =0, sequence=0, criteria=groups.contains('groupl' )}
direct.source.tinme.0 a2b89274-2d40-46e4- af c5-4988bea28al6 {fixedDel ay=1, format=yyyy- MV dd HH mm ss}
{producer . direct Bi ndi ngAl | owed=t rue, count=0, sequence=0, criteria=groups.contains('groupl')}

Direct binding eliminates latency between modules but sacrifices some of the resiliency provided
by the messaging middleware. In the scenario above, if we lose one of the containers,
we lose messages. To disable direct binding when module counts are set to 0, set
module.*.producer.directBindingAllowed=false.

xd: >stream undepl oy direct
Un- depl oyed stream 'direct"’
xd: >stream depl oy direct --properties "npdul e.*.count=0, npdul e.*. producer. directBi ndi ngAl | oned=f al se"
Depl oyed stream 'direct’
xd: >runtinme nodul es
Modul e Cont ai ner |d Opt i ons
Depl oynent Properties

direct.sink.log.0 a2b89274- 2d40- 46e4- af c5- 4988bea28al6 {nane=direct, expressi on=payl oad,
| evel =I NFG {producer. direct Bi ndi ngAl | oned=f al se, count=0, sequence=0}
direct.sink.log.0 8e814924- 15de- 4cal- 82d3- ddf e851668ab {nanme=direct, expressi on=payl oad,

I evel =I NFO  {producer. directBi ndi ngAl | oned=f al se, count=0, sequence=0}
direct.source.tinme.0 a2b89274-2d40-46e4- af c5-4988bea28al6 {fi xedDel ay=1, format=yyyy-MV dd HH nm ss}
{ producer . di r ect Bi ndi ngAl | owed=f al se, count =0, sequence=0}
direct.source.tinme.0 8e814924-15de-4cal-82d3-ddf e851668ab {fixedDel ay=1, format=yyyy-MVdd HH mm ss}
{ producer. direct Bi ndi ngAl | owed=f al se, count =0, sequence=0}

Finally, we can still have the best of both worlds by enabling guaranteed delivery at one point in the
stream, usually the source. If the tail of the stream is co-located and the source uses the message bus,
the message bus may be configured so that if a container instance goes down, any unacknowledged
messages will be retried until the container comes back or its modules are redeployed.

TDB: A realistic example

An alternate scenario with similar characteristics would be if the stream uses a rabbit or jms source.
In this case, guaranteed delivery would be configured in the external messaging system instead of the
Spring XD transport.

29.8 Troubleshooting

Debugging a distributed system to diagnose problems can be challenging. While using Spring XD, if
you encounter

ZooKeeper disconnects

Problem: Spring XD processes disconnecting from ZooKeeper
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Recommendation: Depending on your setup, modify either xd- si ngl enode or xd- cont ai ner scripts
by setting the environment variable export JAVA OPTS=-ver bose: gc before launching them.

Reason: ZooKeeper requires a heartbeat at a regular interval to test liveness of connected processes.
Full "stop the world" GCs can result in connection and session timeouts from ZooKeeper. While verbose,
GC logs are helpful for diagnosing this and other performance issues.

Debugging Slowness
Problem: Slow or unresponsive application
Recommendation: Capture multiple thread dumps several seconds apart using jstack.

Reason: Examination of thread dumps can reveal stuck or slow moving threads. This data is useful for
determining the root cause of a slow or unresponsive application.

File Descriptors and limit violation

Problem: java.io.FileNotFoundException: (Too many open files)

Recommendation: Default ul i mi t setting in most UNIX based operating systems is 1024. Raise
ul i mt setting to at least 10000.

Reason: Stream and job modules in Spring XD are loaded and unloaded dynamically on demand. When
a module is unloaded, the associated class loaders may not be garbage collected right away, resulting
in open file handles for the jar files used by the module. Depending on the number of modules in use,
the file handle limit of 1024 may be exceeded.
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30. Message Bus Configuration

30.1 Introduction

This section contains additional information about configuring the Message Bus, including High
Availability, SSL, and Error handling.

30.2 Rabbit Message Bus High Availability (HA) Configuration

Introduction

The Rabbi t MessageBus allows for HA configuration using normal RabbitMQ HA Configuration.

First, use the addr esses property in servers. ym to include the host/port for each server in the
cluster. See Application Configuration.

By default, queues and exchanges declared by the bus are prefixed with xdbus. (this prefix can be
changed as described in Application Configuration).

To configure the entire bus for HA, create a policy:

rabbi t rgct| set _policy ha-xdbus "~xdbus\." '{"ha-nobde":"all"}"'
Connection Management and HA Queues

When consuming from HA queues, there might be some performance advantage in consuming from the
node that actually hosts the queue. Starting with version 1.2 it is now possible to configure the Rabbit
Message Bus to do that.

Caution

To utilize this mechanism, the rabbit management plugin must be enabled on each node in the
cluster. The plugin’s REST API is used to determine the location of the queue.

This feature is enabled by adding more than one node to the spri ng. r abbi t ng. node property. See
RabbitMQ Configuration for configuration details.

When a node fails and a queue is moved to one of the mirrors, the bus will automatically reconnect
to the right node.

30.3 Error Handling (Message Delivery Failures)

RabbitMQ Message Bus

Note

The following applies to normally deployed streams. When direct binding between modules is
being used, exceptions thrown by the consumer are thrown back to the producer.

When a consuming module (processor, sink) fails to handle a message, the bus will retry delivery based
on the module (or default bus) retry configuration. The default configuration will make 3 attempts to
deliver the message. The retry configuration can be modified at the bus level (in ser vers. ym ), or for
an individual stream/module using the deployment manifest.
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When retries are exhausted, by default, messages are discarded. However, using RabbitMQ, you can
configure such messages to be routed to a dead-letter exchange/dead letter queue. See the RabbitMQ
Documentation for more information.

Note

The following configuration examples assume you are using the default bus pr ef i x used for
naming rabbit elements: " xdbus. "

Consider a stream: stream create foo --definition "source | processor | sink"

The first pipe (by default) will be backed by a queue named xdbus. fo0o0. 0, the second by
xdbus. f 00. 1. Messages are routed to these queues using the default exchange (with routing keys
equal to the queue names).

To enable dead lettering just for this stream, first configure a policy:

rabbi t ngct | set_policy f oo. DLX "Axdbus\.foo\..*" "{"dead-letter-
exchange": "foo.dl x"}' --apply-to queues

To configure dead-lettering for all streams:

rabbit mgct!| set _policy DLX "~xdbus\..*" '{"dead-letter-exchange":"dl x"}"' --
appl y-to queues

The next step is to declare the dead letter exchange, and bind dead letter queues with the appropriate
routing keys.

For example, for the second "pipe" in the stream above we might bind a queue f oo. si nk. dl q to
exchange f o0o. dl x with arouting key xdbus. f 0o. 1 (remember, the original routing key was the queue
name).

Now, when the sink fails to handle a message, after the configured retries are exhausted, the failed
message will be routed to f 0o. si nk. dl q.

There is no automated mechanism provided to move dead lettered messages back to the bus queue.
Automatic Dead Lettering Queue Binding

Starting with version 1.1, the dead letter queue and binding can be automatically configured by the
system. A new property aut oBi ndDLQhas been added; it can be set at the bus level (inservers. ym )
or using deployment properties, e.g. - - properti es nodul e. *. consuner. aut oBi ndDLQ=t r ue
for all modules in the stream. When t r ue, the dead letter queue will be declared (if necessary) and
bound to a dead letter exchange named xdbus. DLX (again, assuming the default pr ef i x) using the
gueue name as the routing key.

In the above example, where we have queues xdbus. foo.0 and xdbus. f 0o. 1, the system
will also create xdbus. f0o. 0. dl q, bound to xdbus. DLX with routing key xdbus. foo. 0 and
xdbus. f 0o. 1. dl g, bound to xdbus. DLX with routing key xdbus. f oo. 1.

Note

Starting with version 1.2, any queues that are deployed with aut oBi ndDLQwill automatically be
configured to enable dead-lettering, routing to the DLX with the proper routing key. It is no longer
necessary to use a policy to set up dead-lettering when using aut oBi ndDLQ
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Also, starting with version 1.2, the provision of dead-lettering on publish/subscribe named channels
(tap: ortopic:)depends on a new deployment property dur abl e. This property is similar to a IMS
durable subscription to a topic and is f al se by default. When f al se (default), the queue backing such
a named channel is declared aut o- del et e and is removed when the stream is undeployed. A DLQ
will not be created for such queues. When t r ue, the queue becomes permanent (durable) and is not
removed when the stream is undeployed. Also, when t r ue, the queue is eligible for DLQ provisioning,
according to the aut oBi ndDLQ deployment property. dur abl e can be set at the bus level, or in an
individual deployment property, such as:

stream create ticktock --definition="time --fixedDelay=5 | |og" --deploy
stream create tttap --definition="tap:streamticktock > |og" stream depl oy
tttap --properti es=nodul e. |l og. consuner. dur abl eSubscri pti on=true

Redis Message Bus

When Redis is the transport, the failed messages (after retries are exhausted) are LPUSH+ed to a
+LI ST ERRORS: <st r ean®. n (e.g. ERRORS: f 00. 1 in the above example in the RabbitMQ Message
Bus section).

This is unconditional; the data in the ERRORS LI ST is in "bus" format; again, as with the RabbitMQ
Message Bus, some external mechanism would be needed to move the data from the ERRORS LIST
back to the bus’s foo.1 LIST.

Note

When moving errored messages back to the main stream, it is important to understand that these
messages contain binary data and are unlikely to survive conversion to and from Uni code (such
as with Java St ri ng variables). If you use Java to move these messages, we recommend that
you use a Redi sTenpl at e configured as follows:

<bean id="redi sTenpl ate"
cl ass="org. spri ngframewor k. dat a. redi s. core. Redi sTenpl at e" >
<property nanme="connecti onFactory" ref="jedi sConnectionFactory" />
<property nanme="keySeri al i zer">
<bean
cl ass="org. springframewor k. data.redi s.serializer.StringRedisSerializer" />

</ property>

<property nanme="enabl eDef aul t Seri al i zer" val ue="fal se" />
</ bean>

or

@Bean
public RedisTenpl ate<String, byte[]> redisTenplate() {
Redi sTenpl ate<String, byte[]> tenplate = new Redi sTenpl ate<String, byte[]>()
tenpl at e. set Connect i onFact or y(connecti onFactory())
tenpl ate. set KeySeri al i zer (new StringRedi sSerializer())
tenpl at e. set Enabl eDef aul t Seri al i zer (fal se)
return tenpl ate

}

This enables the message payload to be retained as byt e[ ] with no conversion; you would then use
something like...

byte[] errorEvt = redisTenpl ate. opsForList().rightPop(errorQeue)
redi sTenpl at e. opsFor Li st ().l eft Push(destinati onQueue, errorEvt)

If, after moving a message, you see an error such as:
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redi s. Redi sMessageBus$Recei vi ngHandl er - Coul d not convert nessage: EFBFBD...

This is a sure sign that a UTF-8 # Uni code # UTF- 8 conversion was performed on the message.

30.4 Rabbit Message Bus Secure Sockets Layer (SSL)

If you wish to use SSL for communications with the RabbitMQ server, consult the RabbitMQ SSL Support
Documentation.

First configure the broker as described there. The message bus is a client of the broker and supports
both of the described configurations for connecting clients (SSL without certificate validation and with
certficate validation).

To use SSL without certificate validation, simply set

spring:
rabbi t my:
useSSL: true

Inappl i cation.ym (and set the port(s) in the addr esses property appropriately).

To use SSL with certificate validation, set

spring:
r abbi t my:
useSSL: true
ssl Properties: file:path/to/secret/ssl.properties

The ssl Properties property is a Spring resource (fil e:, cl asspath: etc) that points to a
properties file, Typically, this file would be secured by the operating system (and readable by the XD
container) because it contains security information. Specifically:

keyStore=file:/secret/client/keycert.pl2
trustStore=file:/secret/trustStore

keySt or e. passPhrase=secr et

trust St or e. passPhr ase=secr et

Where the pkcs12 keystore contains the client certificate and the truststore contains the server’s
certificate as described in the rabbit documentation. The key/trust store properties are Spring resources.

Note

By default, the rabbi t source and sink modules inherit their default configuration from the
container, but it can be overridden, either using nodul es. ym or with specific module definitions.

30.5 Rabbit Message Bus Batching and Compression

See RabbitMQ Message Bus Properties for information about batching and compressing messages
passing through the bus.

30.6 Removing RabbitMQ MessageBus Resources

When a stream or job is undeployed, the broker resources (queues, exchanges) are NOT removed
from RabbitMQ. This is due to the possibility that a stream might be being undeployed temporarily, and
avoids message loss.
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If you wish to completely remove these resources, a REST APl is provided for
this purpose. In addition, the SpringXDTenpl ate provides a Java binding for this
REST api via its streamOperations().cl eanBusResources(String nane) and
j obQper ations().cl eanBusResour ces(Stri ng nanme) APIs.

Or, you can use the REST API directly; for example:

curl "http://1ocal host: 9393/ streans/ cl ean/ rabbit/foo\
?user =guest &w=guest & host =/ &usPr ef i x=xdbus. &dm nUri =http://| ocal host: 15672'

curl '"http://1ocal host:9393/j obs/cl ean/ rabbi t/bar\
?user =guest &w=guest & host =/ &usPr ef i x=xdbus. &dm nUri =http://1 ocal host: 15672'

Where f 00 is the stream name and bar is the job name.

The stream or job name supports a simple wildcard syntax; if it ends with * | then all streams beginning
with the name (excluding the *) will be cleaned.

These operations remove the inter-module stream queues, any tap exchanges created for the stream,
the job queue and request queue for partitioned jobs.

The operation will fail if any queue currently has a consumer; similarly, the operation will fail if any
exchange has a binding. Under either condition, no changes will be made to RabbitMQ.

The following query params are supported:
» adminUri - location of the RabbitMQ Admin (default htt p: / /| ocal host : 15672)
 user - admin user (default guest)

* pw - admin password (default guest )

vhost - the vhost used for the bus resources (default /)

» busPrefix - the prefix used for all bus resources (default xdbus. )

1.2.0.RC1 Spring XD 301



Part IV. Administration




Spring XD Guide

31. Monitoring and Management

Spring XD uses Spring Boot's monitoring and management support over HTTP and JMX along with
Spring Integration’s MBean Exporters

31.1 Monitoring XD Admin, Container and Single-node servers

JMX is di sabl ed by default. To enable JMX, set XD_JMX_ENABLED=t r ue. JMX is disabled by default
due to performance issues when message rates are over 100K (for ~100 byte messages). Peformance
related issue will be addressed in a future release.

Spring integration components are exposed over JMX using | nt egr at i onMBeanExport er
Once JMX is enabled, all the available MBeans can be accessed over HTTP using Jol oki a.

If you want to disable Jolokia endpoints but still want to use JMX, then you can set this property in
config/servers.ymi:

endpoi nt s:
j ol oki a:
enabl ed: fal se

To enable boot provided management endpoints over HTTP

The Spring Boot management endpoints are exposed over HTTP.

When starting admin, container or singlenode server, the command-line option - - mgnt Port can be
specified to use an explicit port for management server. With the given valid management port, the
management endpoints can be accessed from that port. Please refer Spring Boot document here for
more details on the endpoints.

For instance, once XD admin is started on localhost and the management port set to use the admin
port (9393)

http://1 ocal host: 9393/ managenent/ heal t h
http:/ /1 ocal host: 9393/ managenent / env
http://1ocal host: 9393/ managenent / beans

etc..

To enable the container shutdown operation in the Ul

Add the following configuration to config/servers.yml. This configuration is available as a commented
section in config/servers.yml.

spring:

profiles: container
managenent :

port: O

To disable boot endpoints over HTTP

Set managenent . port =- 1 for both default and container profiles in config/servers.ymi
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31.2 Management over JMX

All the boot endpoints are exposed over JMX with the domain name or g. spri ngf r amewor k. boot
The MBeans that are exposed within XD admin, container server level are available with the domain
names xd. adm n (for XD admin), xd. cont ai ner (for XD container), xd. shar ed. server and
xd. par ent representing the application contexts common to both XD admin and container. Singlenode
server will have all these domain names exposed. When the stream/job gets deployed into the XD
container, the stream/job MBeans are exposed with specific domain/object naming strategy.

Monitoring deployed modules in XD container

When a module is deployed (with IMX is enabled on the XD container), the IntegrationMBeanExporter
is injected into module’s context via MBeanExportingPlugin and this exposes all the spring integration
components inside the module. For the given module, the IntegrationMBeanExporter uses a specific
object naming strategy that assigns domain hame as xd. <st r eam j ob nane> and, object name as
<nmodul e nanme>. <nodul e i ndex>.

Streams

For a stream name nyst r eamwith DSL http | | og will have
MBeans with domain name xd. myst r eamwith two objects htt p. 0 and | og. 1

Source, processor, and sink modules will generally have the following attributes and operations

Module Type Attributes and
Operations

Source MessageSourceMetrics

Processor,Sink MessageHandlerMetrics

In addition, each module has channel attributes and operations defined by MessageChannelMetrics.

Jobs
For a job name nryj ob with DSL j dbchdf s will have
MBeans with domain name xd. myj ob with an objectj dbchdfs. 0

You can also obtain monitoring information for Jobs using the Ul or accessing the Job management
REST API. Documentation for the Job Management REST API is forthcoming, but until then
please reference the request mappings in BatchJobsController, BatchJobExecutionsController,
BatchStepExecutionsController, and BatchJoblnstancesController.

31.3 Using Jolokia to access JMX over http

When JMX is enabled (after setting XD_JMX_ENABLED to t r ue), Jolokia is auto-configured to expose
the XD admin, container and singenode server MBeans.

For example, with XD singlenode running management port 9080

http://1 ocal host: 9393/ managenent / j ol oki a/ sear ch/ xd*: *, conponent =MessageChannel
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will list all the MessageChannel MBeans exposed in XD container. Apart from this, other available
domain and types can be accessed via Jolokia endpoints.
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32. REST API

32.1 Introduction

The Spring XD Administrator process (Admin) provides a REST API to access various Spring XD
resources such as streams, jobs, metrics, modules, Spring batch resources, and container runtime
information. The REST APl is used internally by the XD Shell and Admin Ul and can support any custom
client application that requires interaction with XD.

The HTTP port is configurable and may be set as a command line argument when starting the Admin
server, or set in $XD_HOME/config/servers.yml. The default port is 9393:

> $XD_HOME/ bi n/ xd-admin --httpPort <port>
The Admin server also exposes runtime management resources enabled by Spring Boot under the

/ management context path, e.g., http://localhost:9393/management/metrics. These resources are
covered in the Spring Boot documentation.

Note

Thereis alsoanmgnt Port command line argument which assigns a separate port for management
services. Normally the same port is used for everything.

32.2 XD Resources

Table 32.1. Table XD REST endpoints

stream definitions [streams/definitions

stream deployments [streams/deployments

job definitions /jobs/definitions

job deployments /jobs/deployments

batch job configurations [/jobs/configurations

batch job executions [/jobs/executions

batch job instances [/jobs/instances

module definitions /modules

deployed modules [runtime/modules
containers [runtime/containers
counters /metrics/counters

field value counters /metrics/field-value-counters
aggregate counters /metrics/aggregate-counters
gauges /metrics/gauges
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rich-gauges /metrics/rich-gauges
completions [completions

32.3 Stream Definitions

Table 32.2. Table Stream Definitions

Resource URL

/streams/definitions

Request Method

GET

Description

list defined streams along with
deployment state

/streams/definitions

/streams/definitions/{name}

DELETE

GET

delete all stream definitions,
undeploying deployed streams

get a stream definition
(currently no deployment
information is included)

/streams/definitions

POST

create a new stream,
optionally deploying it if

depl oy=t r ue(default). The
request body is application/
x-www-form-urlencoded and
requires two parameters, nane
and def i ni ti on (DSL)

/streams/definitions/{name}

DELETE

32.4 Stream Deployments

Table 32.3. Table Stream Deployments

delete a stream, undeploying if
deployed.

Resource URL Request Method Description
/streams/deployments/ GET get detailed deployment state
for all streams (TBD)
/streams/deployments DELETE undeploy all streams
/streams/deployments/{name} GET get detailed deployment state
for a stream (TBD)
/streams/deployments/{name} POST deploy a stream, where
the request body contains
the deployment properties
application/x-www-form-
urlencoded
/streams/deployments/{name} DELETE undeploy a stream
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32.5 Job Definitions

Table 32.4. Table Job Definitions

Resource URL

Request Method

Description

/jobs/definitions GET list defined jobs along with
deployment state
/jobs/definitions DELETE delete all job definitions,
undeploying deployed jobs
/jobs/definitions/{name} GET get a job definition
/jobs/definitions POST create a new job, where the
The request body is application/
x-www-form-urlencoded and
requires two parameters, nane
and def i ni ti on (DSL)
/jobs/definitions/{name} DELETE delete a job, undeploying if

deployed

32.6 Job Deployments

Table 32.5. Table Job Deployments

Resource URL

Request Method

Description

/jobs/deployments/ GET get detailed deployment state
for all jobs (TBD)

/jobs/deployments DELETE undeploy all jobs

/jobs/deployments/{name} GET get detailed deployment state
for a job (TBD. Probably not in
1.0)

/jobs/deployments/{name} POST deploy a job, where the request
body contains the deployment
properties

/jobs/deployments/{name} DELETE undeploy a job

32.7 Batch Job Configurations

Spring Batch configured jobs stored in the Spring Batch Repository

Table 32.6. Table Batch Jobs

Resource URL

Request Method

Description

/jobs/configurations GET get configuration information
about all batch jobs
/jobs/configurations/{jobName} | GET get configuration information

about a batch job
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32.8 Batch Job Executions

Table 32.7. Table Batch Executions

Resource URL

Request Method

Description

/jobs/executions GET list all job executions (Only
application/json mediatype
supported)

/jobs/executions?stop=true PUT stop all jobs

/jobs/executions? GET get information about all

jobname={jobName} executions of a job (Only
application/json accept header
is supported)

/jobs/executions? POST request the launch of a job

jobname={jobName}

/jobs/executions/ GET get information about a

{jobExecutionld} particular execution of a job

/jobs/executions/ PUT restart a job

{jobExecutionld}?restart=true

/jobs/executions/ PUT stop a job

{jobExecutionld}?stop=true

/jobs/executions/ GET list the steps for a job execution

{jobExecutionld}/steps (Only application/json accept
header is supported)

/jobs/executions/ GET get a step execution

{jobExecutionld}/steps/

{stepExecutionld}

/jobs/executions/ GET get the step execution progress

{jobExecutionld}/steps/
{stepExecutionld}/progress

32.9 Batch Job Instances

Table 32.8. Table Batch Job Instances

Resource URL

Request Method

Description

/jobs/instances? GET get information about all
jobname={jobName} instances of a job
/jobs/instances/{instanceld} GET get information about a batch

job instance

For both the GET endpoints only application/json accept header is supported.
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32.10 Module Definitions

Table 32.9. Table Module Definitions

Resource URL Request Method Description
/modules GET list all registered modules
/modules POST create a composite module,

where The request body

is application/x-www-form-
urlencoded and requires

two parameters, name and
definition (DSL). The
module type is derived from the
definition.

/modules/{type}/{name} POST upload a module archive (uber
jar), where The content type is
application/octect-stream and
the request body contains the
binary archive contents

/modules/{type}/{name} GET list a module along with options
metadata, where type is
sour ce,processor ,si nk, or

j ob
/modules/{type}/{name} DELETE delete a composed or uploaded
module
32.11 Deployed Modules
Table 32.10. Table Deployed Modules
Resource URL Request Method Description
/runtime/modules GET display runtime module

option values and

deployment information for

deployed modules, optional

parameters are nodul el d
(<stream>.<type>.<moduleName>,cont ai ner | (

32.12 Containers

Table 32.11. Table Containers

Resource URL Request Method Description

/runtime/containers GET display all available containers
along with runtime and user-
defined container attributes
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32.13 Counters

Table 32.12. Table Counters

Resource URL

Request Method

Description

/metrics/counters/ GET list all the known counters
/metrics/counters?detailed=true | GET list metric values for all known
counters
/metrics/counters/{name} GET get the current metric value
/metrics/counters/{name} DELETE delete the metric

32.14 Field Value Counters

Table 32.13. Table Field Value Counters

Resource URL

Request Method

Description

/metrics/field-value-counters/ GET list all the known field value
counters

/metrics/field-value-counters? GET list metric values for all known

detailed=true field value counters

/metrics/field-value-counters/ GET get the current metric values

{name}

/metrics/field-value-counters/ DELETE delete the metric

{name}

32.15 Aggregate Counters

Table 32.14. Table Aggregate Counters

Resource URL

Request Method

Description

/metrics/aggregate-counters/ GET list all the known aggregate
counters

/metrics/aggregate-counters? GET list current metric values for all

detailed=true known aggregate counters

/metrics/aggregate-counters/ GET get the current metric values

{name}

/metrics/aggregate-counters/ DELETE delete the metric

{name}
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32.16 Gauges

Table 32.15. Table Gauges

Resource URL

Request Method

Description

/metrics/gauges/ GET list all the known gauges
/metrics/gauges?detailed=true | GET list current metric values for all
known gauges
/metrics/gauges/{name} GET get the current metric values
/metrics/gauges/{name} DELETE delete the metric

32.17 Rich Gauges

Table 32.16. Table Rich Gauges

Resource URL

Request Method

Description

/metrics/rich-gauges/ GET list all the known rich gauges
/metrics/rich-gauges? GET list metric values for all known
detailed=true rich gauges
/metrics/rich-gauges/{name} GET get the current metric values
/metrics/rich-gauges/{name} DELETE delete the metric

32.18 Tab Completions

Used to support DSL tab completion for the XD Shell. All requests require the st art parameter which

contains the incomplete definition.

Table 32.17. Table Tab Completions

Resource URL

Request Method

Description

/completions/stream? GET retrieve valid choices to
start={start} complete a stream definition
/completions/job?start={start} GET retrieve valid choices to
complete a job definition
/completions/module? GET retrieve valid choices to

start={start}

complete a module definition
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33. JAVA API

33.1 Introduction

The class SpringXDTemplate lets you intereact with Spring XD's REST API in Java. It saves you the
trouble of wrapping your own calls to RestTemplate or other REST client libraries. Within Spring XD

Spri ngXDTenpl at e is used to implement shell commands and for testing.

Required Libraries

The following maven snippet will pull in the required dependencies:

<dependenci es>
<dependency>
<groupl d>or g. spri ngf ramewor k. xd</ gr oupl d>
<artifactld>spring-xd-rest-client</artifactld>
<version>1.0.1. RELEASE</ versi on>
</ dependency>
</ dependenci es>

<repositories>
<repository>
<i d>spring-rel ease</i d>
<nanme>Spri ng Rel eases</nane>
<url>http://repo.spring.iol/libs-rel ease</url>
</repository>
</repositories>

Note: The artifact is not yet hosted in maven central.

Sample Usage

The program

Spri ngXDTenpl at e xdTenpl ate = new Spri ngXDTenpl ate(new URI ("http://1 ocal host:9393"));
xdTenpl at e. runti meQperations().|istContainers();
for (Detail edContainer Resource container : containers) {

PagedResour ces<Det ai | edCont ai ner Resour ce> cont ai ners =

System out. println(container);

}

Will produce the following output on a single node server

{groups=, host=feynnman, id=e4fb54bc-119b-46cc-acb3-cdOb72ccdldf,

i p=192. 168. 70. 130, pi d=9559}
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Appendix A. Installing Hadoop

A.l Installing Hadoop

If you don't have a local Hadoop cluster available already, you can do a local single node installation
(v2.6.0) and use that to try out Hadoop with Spring XD.

Tip

This guide is intended to serve as a quick guide to get you started in the context of Spring XD. For
more complete documentation please refer back to the documentation provided by your respective
Hadoop distribution.

Download

First, download an installation archive (hadoop-2.6.0.tar.gz) and unpack it locally. Linux users can also
install Hadoop through the system package manager and on Mac OS X, you can use Homebrew.
However, the manual installation is self-contained and it's easier to see what’'s going on if you just
unpack it to a known location.

If you have wget available on your system, you can also execute:

‘ $ wget http://archive. apache. or g/ di st/ hadoop/ cormon/ hadoop- 2. 6. 0/ hadoop-2. 6. 0. tar. gz

Unpack the distribution with:

‘ $ tar xzf hadoop-2.6.0.tar.gz

Change into the directory and have a look around

$ cd hadoop-2.6.0

$1ls

$ bi n/ hadoop

Usage: hadoop [--config confdir] COVVAND
where COMMAND i s one of:

fs run a generic filesystemuser client
versi on print the version
jar <jar> run a jar file

The bi n directory contains the start and stop scripts as well as the hadoop and hdf s scripts which
allow us to interact with Hadoop from the command line.

Java Setup

Make sure that you set JAVA_HOVE in the et ¢/ hadoop/ hadoop- env. sh script, or you will get an
error when you start Hadoop. For example:

# The java inplenentation to use. Required.
#export JAVA HOVE=${ JAVA HOVE}
export JAVA HOVE=/usr/lib/jdkl.7.0_65

Tip

When using Mac OS X you can determine the Java home directory by executing $ [/ usr/
| i bexec/java _hone -v 1.6
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Tip

When using Ubuntu you can determine the Java home directory by executing $ sudo updat e-
java-alternatives -1

Note

When using MAC OS X (Other systems possible also) you may still encounter Unabl e to | oad
real minfo from SCDynam cStore (For details see Hadoop Jira HADOOP-7489). In that
case, please also add to conf / hadoop- env. sh the following line: export HADOOP_CPTS="-
Dj ava. security. krb5.real m= -Dj ava. security. krb5. kdc=".

Setup SSH

As described in the installation guide, you also need to set up SSH login to | ocal host without a
passphrase. On Linux, you may need to install the ssh package and ensure the sshd daemon is
running. On Mac OS X, ssh is already installed but the sshd daemon isn't usually running. To start it,
you need to enable "Remote Login" in the "Sharing" section of the control panel. Then you can carry on
and setup SSH keys as described in the installation guide:

$ ssh-keygen -t dsa -P'' -f ~/.ssh/id_dsa
$ cat ~/.ssh/id_dsa.pub >> ~/.ssh/authorized_keys

Make sure you can log in at the command line using ssh | ocal host and ssh 0. 0. 0. 0 before trying
to start Hadoop:

$ ssh | ocal host
Last login: Thu May 1 15:02:32 2014 from | ocal host

$ ssh 0.0.0.0
Last login: Thu May 1 15:06:02 2014 from | ocal host

You also need to decide where in your local filesystem you want Hadoop to store its data. Let's say
you decide to use / dat a.

First create the directory and make sure it is writeable:

$ nkdir /data
$ chnod 777 /data

Now edit et ¢/ hadoop/ cor e-si te. xml and add the following property:

<property>
<nanme>hadoop. t np. di r </ nane>
<val ue>/ dat a</ val ue>

</ property>

You're then ready to format the filesystem for use by HDFS

$ bi n/ hadoop namenode - for mat

Setting the Namenode Port

By default Spring XD will use a Namenode setting of hdfs://1 ocal host: 8020 which can be
overridden in ${xd. hone}/ confi g/ server. ym , depending on the used Hadoop distribution and
version the by-default-defined port 8020 may be different, e.g. port 9000. Therefore, please ensure you
have the following property setting in et ¢/ hadoop/ core-site. xmn :
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<property>

<nane>f s. def aul t FS</ nanme>

<val ue>hdfs:// 1 ocal host: 8020</ val ue>
</ property>

Further Configuration File Changes

In et ¢/ hadoop/ hdf s-si te. xnl add the following properties:

<property>
<nane>dfs. replication</nane>
<val ue>1</ val ue>

</ property>

<property>
<nane>df s. support . append</ nane>
<val ue>t rue</ val ue>

</ property>

<property>
<nane>df s. webhdf s. enabl ed</ nane>
<val ue>t rue</ val ue>

</ property>

Create et ¢/ hadoop/ mapr ed- si t e. xm and add:

<?xm version="1.0"?>
<?xm - styl esheet type="text/xsl" href="configuration.xsl"?>

<confi gurati on>
<property>
<name>mapr educe. f r amewor k. name</ nane>
<val ue>yar n</ val ue>
</ property>
</ configuration>

In et ¢/ hadoop/ yarn-si te. xnl add these properties:

<property>
<name>yar n. nodemanager . aux- servi ces</ nane>
<val ue>mapr educe_shuffl e</ val ue>
</ property>
<property>
<nane>yar n. nodemanager . aux- servi ces. mapr educe. shuf fl e. cl ass</ nane>
<val ue>or g. apache. hadoop. mapr ed. shuf f | eHandl er </ val ue>
</ property>

A.2 Running Hadoop

First we need to set up the environment settings. It's convenient to add these to a file that you can source
when you want to work with Hadoop. We create a file called hadoop- env and add the following content:

# The directory of the unpacked distribution
export HADOOP_| NSTALL="$HOVE/ Downl oads/ hadoop- 2. 6. 0"

# The JAVE_HOME (see above how to determi ne this)
export JAVA HOVE=/usr/lib/jdkl.7.0_65

# Some HOME settings

export HADOOP_MAPRED_HOVE=$HADOOP_| NSTALL
export HADOOP_YARN_ HOVE=$HADOOP_| NSTALL
export HADOOP_COMMON_HOVE=$HADOOP_| NSTALL

# Add Hadoop scripts to the PATH
export PATH=$HADOOP_| NSTALL/ bi n: $HADOOP_| NSTALL/ sbi n: $PATH

To use these settings we need to source this script:
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$ source hadoop- env

You should now finally be ready to run Hadoop. Run the following commands

$ start-dfs.sh
$ start-yarn.sh
$ nr-jobhi story-daenon. sh start historyserver

You should see six Hadoop Java processes running:

$ jps
21636 NameNode
22004 Secondar yNanmeNode
22360 NodeManager
22425 JobHi st oryServer
21808 Dat aNode
22159 Resour ceManager
22471 Jps

Try a few commands with hdf s df s to make sure the basic system works

$ hdfs dfs -Is /
Found 1 itens
dr wWxr wx- - - - trisberg supergroup 0 2014-11-01 15:31 /tnp

$ hdfs dfs -nkdir /xd

$ bin/hadoop dfs -Is /

Found 2 itens

dr wxr wx- - - - trisberg supergroup 0 2014-11-01 15:31 /tnp
dr wxr - xr - x - trisberg supergroup 0 2014-11-01 15:34 /xd

Lastly, you can also browse the web interface for NameNode and ResourceManager at:

» NameNode: http://localhost:50070/

» ResourceManager: http://localhost:8088/

At this point you should be good to create a Spring XD stream using a Hadoop sink.

1.2.0.RC1 Spring XD 318


http://localhost:50070/
http://localhost:8088/

Spring XD Guide

Appendix B. Building Spring XD

B.1 Instructions

Here are some useful steps to build and run Spring XD.

Warning

Please ensure that you provide as a minimum 6GB of available RAM for a full build. The executed
integration tests use several embedded services such as Apache Kafka, Apache ZooKeeper and
Apache Hadoop which contribute to the high resource usage.

To build all sub-projects and run tests for Spring XD (please note tests require a running Redis instance):

‘./gradlew bui | d

To build and bundle the distribution of Spring XD

‘./gradl ew di st

The above gradle task creates spring-xd-<version>.zip binary distribution archive and spring-xd-
<version>-docs.zip documentation archive files under build/distributions. This will also create a build/
dist/spring-xd directory which is the expanded version of the binary distribution archive.

To just create the Spring XD expanded binary distribution directory

./ gradl ew copylnstall

The above gradle task creates the distribution directory under build/dist/spring-xd.
Once the binary distribution directory is created, please refer to Getting Started on how to run Spring XD.

To create the reference docs

‘ ./ gradl ew reference

B.2 IDE support

If you would like to work with the Spring XD code in your IDE, please use the following project generation
depending on the IDE you use:

For Eclipse/Spring Tool Suite

‘ ./ gradl ew eclipse

For IntelliJ IDEA

‘./gradl ew i dea
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Appendix C. Using MQTT Modules

C.1 Introduction

MQTT(MQ for telemetry transport) is a machine to machine connectivity protocol. It is a lightweight pub/
sub protocol for devices where bandwidth and battery power are at a premium. This purpose of this
document is to show you how to: enable the RabbitMQ MQTT plugin, setup a Spring XD MQTT source
and Spring MQTT sink.

Note

This document assumes that you have a RabbitMQ installed and running. If you don’t have
RabbitMQ available already you can download it from http://www.rabbitmg.com/download.html.

Setting up MQTT on RabbitMQ

If you are using RabbitMQ 3.3.4 or above then the MQTT plugin is already included with your
deployment, however it is inactive. To Activate:

1. Shutdown the Rabbit MQ instance

2. $RABBIT_HOME/sbin/rabbitmg-plugins list

rabbi t ng_f eder ati on_nmanagenent
rabbi t ng_managenent

rabbi t mg_managenent _agent

r abbi t mg_nmanagenent _vi sual i ser
rabbi t mg_nqt t

rabbi t ng_shovel

rabbi t ng_shovel _managenent

0 o0 o o o2 U sy
ENNI NN

3. We see that the rabitt_mqtt does not have a [E] denoted next to it. Thus it is not enabled. Note: if
you do see the [E] next to the rabbitmqg_mqtt then your plugin is enabled and all you need to do is
restart your RabbitMQ.

4. Now enable rabbit_mqtt plugin
a. Run: $RABBIT_HOME/shin/rabbitmg-plugins enable rabbitmqg_maqtt

b. Run: $RABBIT_HOME/sbin/rabbitmg-plugins list

rabbi t ng_f eder ati on_managenent
rabbi t ng_managenent

r abbi t mg_nmanagenent _agent

r abbi t mg_nanagenent _vi sual i ser
rabbi t mg_mt t

rabbi t ng_shovel

rabbi t ng_shovel _managenent

ENRN NN NI NI N NS

o lm_em_:

c. Now we see that the rabbitmq_maqtt plugin is now active.

d. Restart your RabbitMQ.
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Rabbit MQTT Plugin settings

The MQTT plugin can be can be configured via the rabbitmg.config file and this is covered here: http://
www.rabbitmg.com/matt.html. The settings for the MQTT plugin that Spring XD are concerned about
are as follows:

1. allow_anonymous Determines if the user must supply a user name or password. If true then the plugin
will use the default_user and default password enumerated below. If false the Spring XD source or
sink must provide the username and password Default: true

2. default_user If allow_anonymous is set to true then this will set the user for anonymous clients.
Default: guest

3. default_password If allow_anonymous is set to true then this will set the password for anonymous
clients. Default: guest

4. exchange - The name of the exchange that will route all MQTT messages to a the queues. Default:
amgq.topic

5. tcp_listeners - host and port that rabbit will monitor for MQTT messages. Default: 1883

Out of the box the Spring XD MQTT source and sink currently works with the MQTT plugin defaults
without any configuration.

MQTT Source

When Spring XD deploys the MQTT source module, a message queue is created along with the
necessary binding on RabbitMQ. The message queue that is created will have the name structure
[mott-subscription-][client _id][srcqgosl].* mgtt-subscription- Queues created for MQTT
subscribers will have names starting with mqtt-subscription. * client-id is the client-id specified by the
MQTT source module, the defaultis xd. mgt t . cl i ent . i d * srcqosl - The QoS level for the queue.

The MQTT source module also generates the binding from the amq.topic to the message queue via the
routing key (topic). The default topic for the MQTT source module is xd. ngtt. t est.

Example 1: Using defaults

To show this in detail let us create the following stream: stream create ngtt-in --definition
“mgtt| | og” --depl oy. Inthis example the stream will retrieve MQTT messages from RabbitMQ and
write the content to Spring XD’s log. So on RabbitMQ a message queue named ngt t - subscri pti on-
xd.mgtt.client.id.srcqosl and a binding for the topic (routing key) xd. ngtt.test will be
created.

type=topic mqtt-subscription-xd.mgtt.client.id.srcqos 1
xd.matt test 70

.
-

Thus any message published with the topic, xd. mgt t . t est will be senttothe ngt t - subscri pti on-
xd.mgtt.client.id.srcqosl message queue and thus picked up by the Spring XD MQTT module
and then written to log. So to exercise the stream created we can write the following:
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stream create --nanme rabbittest --definition "http|rabbit --exchange='"ang.topic' --
routi ngkey="""'xd.ngtt.test'''" --depl oy
http post --data 'hello world'

In the log you should see:

09:53: 34,487 |INFO MJTT Call: xd.ngtt.client.id.src sink.ngtt-in - hello world

Example 2: Monitoring different topics.

In this scenario we want to setup a MQTT Source Module to retrieve messages that may come in from
different topics. So lets pretend that we want to monitor all the infusion machines at a medical facility. Our
monitor wants to log all messages that notify us that a machine has completed its task or if a machine
in need of maintenance.

maqtt-subscription-xd.matt.client.id.srcqos

patient.alert & patient.
notification

In this case it would look like this:

#Create a sinulated device that will dispatch a patient alert nessage

streamcreate --nanme patientAlert --definition "http|rabbit --exchange="ang.topic' --
routingkey=""'"patient.alert'''" --deploy

#Create a sinmulated device that will dispatch a patient notification nessage

stream create --name patientNotification --definition "http --port=9005| rabbit --exchange='ang.topic' --
routi ngkey=""'"'patient.notification --depl oy

# create our nonitor that will capture the ngtt traffic.

stream create --nanme patientMnitor --definition "mgtt --topics=patient.alert,patient.notification |I|og"
--depl oy

Now lets dispatch messages to both topics:

http post --target http://local host: 9005 --data 'infusion conplete'
http post --data 'punp failure'

In the log you should see:

10: 25: 21,403 |INFO MJTT Call: xd.mtt.client.id.src sink.patientMnitor - infusion conplete
10: 25: 46,226 |INFO MJIT Call: xd.mgtt.client.id.src sink.patientMnitor - punp failure

MQTT Sink
The MQTT sink module will publish messages for a topic to the broker for a specific topic.
Example 1: Using defaults

In this example we will create a stream that will publish a message to topic using the defaults:

streamcreate ngtt-out --definition “http|mtt” --depl oy
streamcreate mytt-in --definition"ngtt|| og”

This mqtt-out stream will receive http messages to port 9000 on localhost and then the mqtt will publish
the information to a rabbit instance on the localhost. The message will be routed to the queue (mqtt-
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subscription-xd.mqtt.client.id.srcqos1) that was created by MQTT source module and then, the message
will be delivered to the MQTT source module.

type=topic maqtt-subscription-xd.mgtt.client.id.srcqos1

xd.matt.test

So the output will look something like this, if you execute ahttp post --data ‘hello worl d’

14:03: 57,340 |INFO MJIT Call: xd.mgtt.client.id.src sink.mytt-in - hello world
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Appendix D. XD Shell Command
Reference

Below is a reference list of all Spring XD specific commands you can use in the XD Shell.
D.1 Configuration Commands

admin config info

Show the XD admin server being used.

admin config info

admin config server

Configure the XD admin server to use.

admin config server [[--uri] <uri>] [--username <usernane>] [--password [<password>]]

uri
the location of the XD Admin REST endpoint. (default: htt p: / /| ocal host: 9393/)

username
the username for authenticated access to the Admin REST endpoint. (default: ™)

password
the password for authenticated access to the Admin REST endpoint (valid only with a username).

admin config timezone list
List all timezones.

adm n config tinmezone |ist
admin config timezone set

Set the timezone of the Spring XD Shell (Not persisted).

adm n config tinmezone set [--tinmeZone] <tinmeZone>

timeZone
the id of the timezone, You can obtain a list of timezone ids using ‘admin config timezone list, If an
invalid timezone id is provided, then 'Greenwich Mean Time' is being used. (required)

D.2 Runtime Commands

runtime containers

List runtime containers.

runtime containers
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runtime modules

List runtime modules.

runtime nodul es [--containerld <containerld>] [--npduleld <npdul el d>]

containerld
to filter by container id.

moduleld
to filter by module id.

D.3 Stream Commands

stream all destroy

Destroy all existing streams.

streamall destroy [--force [<force>]]

force
bypass confirmation prompt. (default: f al se, ortrue if - - f or ce is specified without a value)

stream all undeploy

Un-deploy all previously deployed stream.

streamal |l undeploy [--force [<force>]]

force
bypass confirmation prompt. (default: f al se, ort rue if - - f or ce is specified without a value)

stream create

Create a new stream definition.

stream create [--nane] <nane> --definition <definition> [--deploy [<deploy>]]

name
the name to give to the stream. (required)

definition
a stream definition, using XD DSL (e.g. "http --port=9000 | hdfs"). (required)

deploy
whether to deploy the stream immediately. (default: f al se, or true if - -depl oy is specified
without a value)

stream deploy

Deploy a previously created stream.

stream depl oy [--nanme] <nanme> [--properties <properties>] [--propertiesFile <propertiesFile>]

name
the name of the stream to deploy. (required)
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properties
the properties for this deployment.

propertiesFile
the properties for this deployment (as a File).

stream destroy

Destroy an existing stream.

stream destroy [--nane] <nane>

name
the name of the stream to destroy. (required)

stream list

List created streams.

stream i st

stream undeploy

Un-deploy a previously deployed stream.

stream undepl oy [--nanme] <name>

name
the name of the stream to un-deploy. (required)

D.4 Job Commands

job all destroy

Destroy all existing jobs.

job all destroy [--force [<force>]]

force
bypass confirmation prompt. (default: f al se, ort rue if - - f or ce is specified without a value)

job all undeploy

Un-deploy all existing jobs.

job all undeploy [--force [<force>]]

force
bypass confirmation prompt. (default: f al se, ort rue if - - f or ce is specified without a value)

job create

Create a job.

job create [--name] <nane> --definition <definition> [--deploy [<deploy>]]
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name
the name to give to the job. (required)

definition
job definition using xd dsl . (required)

deploy

whether to deploy the job immediately. (default: f al se, ortrueif - - depl oy is specified without

avalue)
job deploy

Deploy a previously created job.

job deploy [--nane] <nanme> [--properties <properties>] [--propertiesFile <propertiesFile>]

name
the name of the job to deploy. (required)

properties
the properties for this deployment.

propertiesFile
the properties for this deployment (as a File).

job destroy

Destroy an existing job.

job destroy [--nanme] <nane>

name
the name of the job to destroy. (required)

job execution all stop

Stop all the job executions that are running.

job execution all stop [--force [<force>]]

force

bypass confirmation prompt. (default: f al se, ort rue if - - f or ce is specified without a value)

job execution display

Display the details of a Job Execution.

job execution display [--id] <id>

id
the id of the job execution. (required)

job execution list

List all job executions.
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job execution |ist

job execution restart

Restart a job that failed or interrupted previously.

job execution restart [--id] <id>

id
the id of the job execution that failed or interrupted. (required)

job execution step display

Display the details of a Step Execution.

job execution step display [--id] <id> --jobExecutionld <jobExecutionld>

id
the id of the step execution. (required)

jobExecutionid
the job execution id. (required)

job execution step list

List all step executions for the provided job execution id.

job execution step list [--id] <id>

id
the id of the job execution. (required)

job execution step progress

Get the progress info for the given step execution.

job execution step progress [--id] <id> --jobExecutionld <jobExecutionld>

id
the id of the step execution. (required)

jobExecutionid
the job execution id. (required)

job execution stop

Stop a job execution that is running.

job execution stop [--id] <id>

id
the id of the job execution. (required)

job instance display

Display information about a given job instance.
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job instance display [[--id] <id>]

id
the id of the job instance to retrieve.

job launch

Launch previously deployed job.

job launch [[--nanme] <nane>] [--parans <parans>]

name
the name of the job to deploy.

params
the parameters for the job. (default: ™)

job list
List all jobs.
job list

job undeploy

Un-deploy an existing job.

job undepl oy [--nane] <nane>

name
the name of the job to un-deploy. (required)

D.5 Module Commands

module compose

Create a virtual module.

nmodul e conpose [--nanme] <nanme> --definition <definition> [--force [<force>]]

name
the name to give to the module. (required)

definition
module definition using xd dsl. (required)

force
force update if module already exists (only if not in use). (default: f al se, ortrueif --forceis
specified without a value)

module delete

Delete a virtual module.
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nmodul e del ete [--nane] <nanme>

name
name of the module to delete, in the form ‘type:name’'. (required)

module info

Get information about a module.

nmodul e info [--name] <name> [--hidden [<hidden>]]

name
name of the module to query, in the form 'type:name'. (required)

hidden
whether to show 'hidden’ options. (default: f al se, or t rue if - - hi dden is specified without a
value)

module list

List all modules.

nmodul e |i st

module upload
Upload a new module.

nmodul e upload --type <type> --nane <nane> [--file] <file> [--force [<force>]]

type
the type for the uploaded module. (required)

name
the name for the uploaded module. (required)

file
path to the module archive. (required)

force
force update if module already exists (only if not in use). (default: fal se, ortrueif --forceis
specified without a value)

D.6 Metrics Commands

counter delete

Delete the counter with the given name.

counter delete [--nanme] <name>

name
the name of the counter to delete. (required)
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counter display

Display the value of a counter.

counter display [--nanme] <name> [--pattern <pattern>]

name
the name of the counter to display. (required)

pattern
the pattern used to format the value (see DecimalFormat). (default: <use pl atf orm | ocal e>)

counter list

List all available counter names.

counter |ist

field-value-counter delete

Delete the field-value-counter with the given name.

field-val ue-counter delete [--nane] <nane>

name
the name of the field-value-counter to delete. (required)

field-value-counter display

Display the value of a field-value-counter.

field-value-counter display [--nanme] <nane> [--pattern <pattern>] [--size <size>]

name
the name of the field-value-counter to display. (required)

pattern
the pattern used to format the field-value-counter's field count (see DecimalFormat). (default: <use
pl at form | ocal e>)

size
the number of values to display. (default: 25)

field-value-counter list

List all available field-value-counter names.

field-val ue-counter |ist

aggregate-counter delete

Delete an aggregate counter.

aggr egat e-counter delete [--name] <nane>
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name
the name of the aggregate counter to delete. (required)

aggregate-counter display

Display aggregate counter values by chosen interval and resolution(minute, hour).

aggregate-counter display [--nane] <nane> [--from<fronmp] [--to <to>] [--lastHours <l|astHours>] [--
| ast Days <l astDays>] [--resolution <resolution>] [--pattern <pattern>]
name

the name of the aggregate counter to display. (required)

from
start-time for the interval. format: 'yyyy-MM-dd HH:mm:ss'.

to
end-time for the interval. format: 'yyyy-MM-dd HH:mm:ss'. defaults to now.
lastHours
set the interval to last 'n' hours.
lastDays
set the interval to last 'n' days.
resolution
the size of the bucket to aggregate (minute, hour, day, month). (default: hour)
pattern
the pattern used to format the count values (see DecimalFormat). (default: <use platform
| ocal e>)

aggregate-counter list

List all available aggregate counter names.

aggr egat e-counter |ist

gauge delete

Delete a gauge.

gauge del ete [--nanme] <nanme>

name
the name of the gauge to delete. (required)

gauge display

Display the value of a gauge.

gauge display [--nanme] <nanme> [--pattern <pattern>]

name
the name of the gauge to display. (required)
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pattern
the pattern used to format the value (see DecimalFormat). (default: <use pl atform | ocal e>)

gauge list

List all available gauge names.
gauge |ist

rich-gauge delete

Delete the richgauge.

ri ch-gauge del ete [--nane] <name>

name
the name of the richgauge to delete. (required)

rich-gauge display
Display Rich Gauge value.

ri ch-gauge display [--nane] <name> [--pattern <pattern>]

name
the name of the richgauge to display value. (required)

pattern
the pattern used to format the richgauge value (see DecimalFormat). (default: <use pl atform
| ocal e>)

rich-gauge list

List all available richgauge names.

rich-gauge |ist

D.7 Http Commands

http get

Make GET request to http endpoint.

http get [[--target] <target>]

target
the URL to make the request to. (default: htt p: / /| ocal host : 9393)

http post

POST data to http endpoint.

http post [[--target] <target>] [--data <data>] [--file <file>] [--contentType <content Type>]

target
the location to post to. (default: htt p: / /1 ocal host : 9000)
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data
the text payload to post. exclusive with file. embedded double quotes are not supported if next to
a space character.

file
filename to read data from. exclusive with data.

contentType
the content-type to use. file is also read using the specified charset. (default: t ext/ pl ai n;
Char set =UTF- 8)

D.8 Hadoop Configuration Commands

hadoop config fs

Sets the Hadoop namenode.

hadoop config fs [--nanenode] <nanenode>

namenode
namenode URL - can be file}//|hdfs://<namenode>:<port>|webhdfs://<namenode>:<port>.
(required)

hadoop config info

Returns basic info about the Hadoop configuration.

hadoop config info

hadoop config load

Loads the Hadoop configuration from the given resource.

hadoop config load [--location] <location>

location
configuration location (can be a URL). (required)

hadoop config props get

Returns the value of the given Hadoop property.

hadoop config props get [--key] <key>

key
property name. (required)

hadoop config props list

Returns (all) the Hadoop properties.
hadoop config props i st

hadoop config props set

Sets the value for the given Hadoop property.
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hadoop config props set [--property] <property>

property
what to set, in the form <name=value>. (required)

D.9 Hadoop FileSystem Commands

hadoop fs cat

Copy source paths to stdout.

hadoop fs cat [--path] <path>

path
file name to be shown. (required)

hadoop fs chgrp

Change group association of files.

hadoop fs chgrp [--recursive [<recursive>]] --group <group> [--path] <path>

recursive
whether with recursion. (default: f al se, ortrue if - -recursi ve is specified without a value)

group
group name. (required)

path
path of the file whose group will be changed. (required)

hadoop fs chmod

Change the permissions of files.

hadoop fs chnod [--recursive [<recursive>]] --nbde <nbde> [--path] <path>

recursive
whether with recursion. (default: f al se, ortrue if - -recur si ve is specified without a value)

mode
permission mode. (required)

path
path of the file whose permissions will be changed. (required)

hadoop fs chown

Change the owner of files.

hadoop fs chown [--recursive [<recursive>]] --owner <owner> [--path] <path>

recursive
whether with recursion. (default: f al se, ortrue if - -recursi ve is specified without a value)
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owner
owner name. (required)

path
path of the file whose ownership will be changed. (required)

hadoop fs copyFromLocal
Copy single src, or multiple srcs from local file system to the destination file system. Same as put.

hadoop fs copyFroniocal --from<fronr --to <to>

from
source file names. (required)

to
destination path name. (required)

hadoop fs copyMergeTolLocal

Takes a source directory and a destination file as input and concatenates files in src into the destination
local file.

hadoop fs copyMergeToLocal --from<fronk --to <to> [--endline [<endline>]]

from
source file names. (required)

to
destination path name. (required)

endline
whether add a newline character at the end of each file. (default: f al se, or true if - - endl i ne
is specified without a value)

hadoop fs copyToLocal

Copy files to the local file system. Same as get.

hadoop fs copyToLocal --from<fronk --to <to> [--ignoreCrc [<ignoreCrc>]] [--crc [<crc>]]

from
source file names. (required)

to

destination path name. (required)
ignoreCrc

whether ignore CRC. (default: f al se, ortrue if - -i gnor eCr c is specified without a value)
crc

whether copy CRC. (default: f al se, ortrue if - - crc is specified without a value)
hadoop fs count

Count the number of directories, files, bytes, quota, and remaining quota.
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hadoop fs count [--quota [<quota>]] --path <path>

quota
whether with quta information. (default: f al se, ortrue if - - quot a is specified without a value)

path
path name. (required)

hadoop fs cp

Copy files from source to destination. This command allows multiple sources as well in which case the
destination must be a directory.

hadoop fs cp --from<fron» --to <to>

from
source file names. (required)

to
destination path name. (required)

hadoop fs du

Displays sizes of files and directories contained in the given directory or the length of a file in case its
just a file.

hadoop fs du [[--dir] <dir>] [--sunmary [<sunmary>]]

dir
directory to be listed. (default: . )

summary
whether with summary. (default: f al se, ortrue if - - sunmary is specified without a value)

hadoop fs expunge

Empty the trash.

hadoop fs expunge

hadoop fs get

Copy files to the local file system.

hadoop fs get --from<fronk --to <to> [--ignoreCrc [<ignoreCrc>]] [--crc [<crc>]]

from
source file names. (required)

to
destination path name. (required)

ignoreCrc
whether ignore CRC. (default: f al se, or true if - -i gnor eCr c is specified without a value)
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crc

whether copy CRC. (default: f al se, ortrue if - - crc is specified without a value)

hadoop fs Is
List files in the directory.
hadoop fs I's [[--dir] <dir>] [--recursive [<recursive>]]
dir
directory to be listed. (default: .)

recursive

whether with recursion. (default: f al se, ortrue if - -recur si ve is specified without a value)

hadoop fs mkdir

Create a new directory.

hadoop fs nmkdir [--dir] <dir>

dir
directory name. (required)

hadoop fs moveFromLocal

Similar to put command, except that the source localsrc is deleted after it's copied.

hadoop fs noveFroniocal --from<fronr --to <to>

from
source file names. (required)

to
destination path name. (required)

hadoop fs mv

Move source files to destination in the HDFS.

hadoop fs nv --from<fronr --to <to>

from
source file names. (required)

to
destination path name. (required)

hadoop fs put

Copy single src, or multiple srcs from local file system to the destination file system.

hadoop fs put --from<fron» --to <to>

from
source file names. (required)
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to
destination path name. (required)

hadoop fs rm

Remove files in the HDFS.

hadoop fs rm[[--path] <path>] [--skipTrash [<skipTrash>]] [--recursive [<recursive>]]

path
path to be deleted. (default: .)

skipTrash
whether to skip trash. (default: f al se, or true if - - ski pTrash is specified without a value)

recursive
whether to recurse. (default: f al se, or true if - -recursi ve is specified without a value)

hadoop fs setrep

Change the replication factor of a file.

hadoop fs setrep --path <path> --replica <replica> [--recursive [<recursive>]] [--waiting [<waiting>]]

path
path name. (required)

replica
source file names. (required)

recursive
whether with recursion. (default: f al se, ortrue if - -recur si ve is specified without a value)

waiting
whether wait for the replic number is eqal to the number. (default: f al se, ortrue if - -wai ti ng
is specified without a value)

hadoop fs tail

Display last kilobyte of the file to stdout.

hadoop fs tail [--file] <file> [--follow [<follow>]]

file
file to be tailed. (required)

follow
whether show content while file grow. (default: f al se, ortrueif - - f ol | owis specified without
avalue)

hadoop fs text

Take a source file and output the file in text format.

hadoop fs text [--file] <file>
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file
file to be shown. (required)

hadoop fs touchz

Create a file of zero length.

hadoop fs touchz [--file] <file>

file
file to be touched. (required)
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Appendix E. Connecting to
Kerberized Hadoop

If you have enabled Kerberos security in your Hadoop cluster it is possible to connect XD Shell, hdfs
and hdfs-dataset sinks to it.

hadoop. properties

hadoop. security. aut hori zati on=t rue

spring. hadoop. securi ty. aut hMet hod=ker ber os

spring. hadoop. security. user Keyt ab=/ pat h/ t o/ user. keyt ab
spring. hadoop. security. userPrinci pal =user/ host

spring. hadoop. security. nanenodePri nci pal =hdf s/ host @QOVAI N
spring. hadoop. securi ty. rmvanager Pri nci pal =yar n/ host @GXOVAI N

For both XD Container and XD Shell the config file is conf i g/ hadoop. properti es.

E.1 Setting Principals

Principals for spring. hadoop. security. nanenodePri nci pal and
spring. hadoop. security. rmvanager Pri nci pal would equal what are in use in Hadoop cluster.

E.2 Automatic Login

If  you want to avoid running kerberos login commands  manually, use
spring. hadoop. security. userKeytab and spring. hadoop.security.userPrincipal
propertys respectively. Path to your kerberos keytab file needs to be a fully qualified path in your file
system. Essentially this is a model used by internal Hadoop components to do automatic Kerberos
logins.
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Appendix F. Modules-Project-
Migration

F.1 Introduction

With the release of Spring XD 1.1.0, creating and deploying a module has been greatly simplified.
Features such as simplified pom (using the spring-xd-module-parent) or simplified build.gradle (using the
spring-xd-module plugin) mean simpler dependency management and smaller build scripts to manage.
Another new feature is that a user can execute the module upload command via the XD shell to register a
custom module on the fly, vs. having to copy it to the modules subdirectory. The purpose of this appendix
is to show how to upgrade an the existing 1.0.x style module project to a 1.1.0 style module project.

Note

If you are currently using the 1.0.x style of deploying modules, the format of deployment is still
supported by 1.1.0.

Updating your Maven Project
Cleaning up

If you are using an assembly file for your POM, go ahead and remove it now. For example (From your
project directory):

rm-rf src/assenbly

Updating your POM file

Since we are using the XD Module Parent you can remove any XD dependencies as well as some
of the boiler plate configurations. For example we can take the following pom.xml from a 1.0.x style
module project:
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<?xm version="1.0" encodi ng="UTF-8"?>
<proj ect xsi:schemaLocati on="http://maven. apache. org/ POM 4. 0.0 http:// maven. apache. or g/ xsd/
maven- 4. 0. 0. xsd" xm ns="http://maven. apache. or g/ POM 4. 0. 0"
xm ns: xsi ="http://ww. w3. or g/ 2001/ XM_Schena- i nst ance" >

<nodel Ver si on>4. 0. 0</ nodel Ver si on>

<groupl d>or g. spri ngf ramewor k. xd. sanpl es</ gr oupl d>

<artifactl| d>payl oad- conversion</artifactld>

<version>1.0.0. BUl LD- SNAPSHOT</ ver si on>

<nanme>Spring XD Sanple - Payl oad type conversion exanple with a custom nodul e</ nane>

<packagi ng>j ar </ packagi ng>

<prerequi sites>
<maven>2. 2. 1</ maven>
</ prerequi sites>

<parent >
<groupl d>i o. spring. pl at f orm</ gr oupl d>
<artifactld>platformboms/ artifactld>
<ver si on>1. 0. 1. RELEASE</ ver si on>
<rel ati vePat h/ >

</ par ent >

<properties>
<proj ect . bui | d. sour ceEncodi ng>UTF- 8</ pr oj ect . bui | d. sour ceEncodi ng>
<spring. xd. ver si on>1. 1. 0. RELEASE</ spri ng. xd. ver si on>

</ properties>

<repositories>
<repository>
<i d>spring-mlestone</id>
<url>http://repo.springsource.org/libs-nilestone</url>
</repository>
<reposi tory>
<i d>spring-rel ease</i d>
<url>http://repo.springsource.org/libs-mlestone</url>
</repository>
</repositories>

<dependenci es>
<dependency>
<groupl d>or g. spri ngf ramewor k. xd</ gr oup! d>
<artifactld>spring-xd-tuple</artifactld>
<versi on>${spri ng. xd. ver si on} </ ver si on>
<scope>conpi | e</ scope>
</ dependency>
</ dependenci es>

<bui | d>
<pl ugi ns>
<pl ugi n>

<artifact|d>maven-assenbl y-plugin</artifact!d>
<versi on>2. 4</ ver si on>
<confi gurati on>
<descri pt or s>
<descri ptor>src/ main/assenbl y/ assenbl y. xm </ descri ptor>
</ descri pt or s>
</ configuration>
</ pl ugi n>
</ pl ugi ns>
</ bui | d>
</ proj ect >

and now replace it with a pom.xml that uses spring-xd-module-parent.
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<?xm version="1.0" encodi ng="UTF-8"?>
<proj ect xsi:schemaLocati on="http://maven. apache. org/ POM 4. 0.0 http:// maven. apache. or g/ xsd/
maven- 4. 0. 0. xsd" xm ns="http:// maven. apache. or g/ POM 4. 0. 0"
xm ns: xsi ="http://ww. w3. org/ 2001/ XM_Schena- i nst ance" >

<nodel Ver si on>4. 0. 0</ nodel Ver si on>

<groupl d>or g. spri ngf ramewor k. xd. sanpl es</ gr oupl d>

<artifactl| d>payl oad- conversion</artifactld>

<version>1.0.0. BUl LD- SNAPSHOT</ ver si on>

<name>Spring XD Sanpl e - Payl oad type conversion exanple with a custom nodul e</ nane>

<par ent >
<groupl d>or g. spri ngf ramewor k. xd</ gr oup| d>
<artifactld>spring-xd-nodul e-parent</artifactld>
<version>1.1.0. RELEASE</ ver si on>

</ par ent >

<repositories>
<reposi tory>
<i d>spring-io-rel ease</i d>
<url >http://repo.spring.iolrel ease</url >
</repository>
<r eposi tory>
<i d>j center</id>
<url>http://jcenter.bintray.com</url >
</repository>
</repositories>
</ proj ect >

If there is a dependency that your project needs and is not included in the XD dependencies you can
add the dependencies as you normally would. For example if we needed the feed adapter from Spring
Integration for a source module, we would need to add the following to our pom.xml file:

<dependenci es>

<dependency>
<groupl d>or g. spri ngf ramewor k. i nt egrati on</ groupl d>
<artifactld>spring-integration-feed</artifactld>
<ver si on>4. 1. 2. RELEASE</ ver si on>

</ dependency>

</ dependenci es>

Updating your Gradle Project

Since we can now use the spring-xd-module plugin you can remove any XD dependencies from the
build.gradle. For example we can take the following build.gradle from a 1.0.x style module project:
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apply plugin: 'java'

apply plugin: 'eclipse'

apply plugin: 'idea'

apply plugin: "io.spring.dependency- managenent"'

repositories{
maven { url '"http://repo.spring.io/libs-mlestone' }

}

dependencyManagenent {

inports {
mavenBom 'i 0. spring. pl atform pl at f orm bom 1. 0. 1. RELEASE'

}

ext {
springXdVersion = 1.1.0. RELEASE
}

dependenci es{
conpi l e "org. springframework. xd: spri ng-xd- t upl e: $spri ngXdVer si on"
runtime "org.slf4j:jcl-over-slf4j"
runtime "org.slf4j:slf4j-1og4j12"
runtime "log4j:log4j"
testConpile "junit:junit"
}

task dist(type: Copy) {
destinationDir = file("${buildDir}")
from{ project.jar } {
into 'dist/nodul es/ processor/ nyTupl eProcessor/lib/'
}
from{ 'nodules/' } {
into 'dist/nodul es’
}
}

bui l dscript {
repositories {
maven { url 'http://repo.spring.iolplugins-snapshot'}
}
dependenci es {
classpath 'io.spring.gradl e: dependency- managenent - pl ugi n: 0. 1. 0. RELEASE'

}
}
task wrapper(type: Wapper) {
description = 'Generates gradlew .bat] scripts’
gradl eVersion = '1.11'

}

and replace it with the a build.gradle that uses the spring-xd-module plugin.
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bui l dscript {

repositories {
maven { url "http://repo.spring.io/plugins-snapshot" }
maven { url "http://repo.spring.iol/rel ease" }
jcenter()
maven { url "http://repo.spring.iol/snapshot" }
maven { url "http://repo.spring.io/mlestone" }

}

dependenci es {
cl asspat h("org. spri ngf ramewor k. xd: spri ng- xd- nodul e- pl ugi n: 1. 1. 0. RELEASE")

}
}
ext {
springXdVersion = '1.1.0. RELEASE
springlntegrationVersion = '4.1.2. RELEASE
}

apply plugin: 'java'

apply plugin: 'eclipse'

apply plugin: 'idea'

apply plugin: 'spring-xd-nodul e'

task wapper(type: Wapper) {
gradl eVersion = '1.12'
}

group = 'org.springframework. xd. sanpl es’
version = '1.0.0. BU LD SNAPSHOT'

description = "Spring XD processor nodule "

sourceConpatibility =
target Conpatibility

1.7

1.7

repositories {
maven { url "http://repo.spring.iolrel ease" }
mavenCentral ()
jcenter ()

maven { url "http://repo.spring.io/snapshot" }
maven { url "http://repo.spring.io/mlestone" }

If there is a dependency that your project needs and is not included in the XD dependencies you can
add the dependencies as you normally would. For example if we needed the feed adapter from Spring
Integration for a source module, we would need to add the following to our build.gradle file:

dependenci es {
conpi l e "org. springframework.integration:spring-integration-feed: $springl ntegrationVersion"

}

Building the Module Project

Maven

‘ mvn cl ean package

Gradle
‘ ./ gradl ew cl ean test boot Repackage
Updating Configurations

Within your project the bean definition and property files in your resources directory will need to be
moved to the resources/config directory. i.e.
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nkdir src/resources/config
mv src/resources/ nodul e. xm src/resources/config
nmv src/resources/ nodul e. properties src/resources/config

If you have more than one bean definition file you will need to consolidate it to one bean definition
file. You may import other bean definition files, but only the main one can be in the top level confi g
directory. The same applies if you have more than one properties file, you will need to consolidate them
to one properties file.

Registering the module

In XD 1.1.x there is no need for explicit copying of your module into the modules directory. You can
register your module from the XD Shell by executing the module upload command as shown below:

xd: >nodul e upl oad --file [path-to]/payl oad-conversion-1.0.0. BU LD- SNAPSHCT. j ar --nanme nynodul e --type
processor

The example above will upload the payload-conversion-1.0.0.BUILD-SNAPSHOT .jar that was created
after building the project. The module will be placed in the ${xd.customModule.home}/processor/
mymodule subdirectory. To verify that the module was successfully registered, in the shell execute a
module info type:module_name command. For example:

xd: >nodul e i nfo processor: nynodul e
I nformati on about processor nodul e ' nynodul e':

Option Name Description Default Type

out put Type how this nmodul e should emt nessages it produces <none> M neType

i nput Type how this nmodul e should interpret nmessages it consunes <none> M neType
Note

The uploaded module will be deployed to the xd.customModule.home directory of the admin
server. If the XD deployment has containers that are not on the same machine as the admin
server, you'll need to use a shared filesystem or a replicating registry, as documented here.

To do a deeper dive on Module Project Development refer to Creating a Module Project
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